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ABSTRACT

DETERMINATION OF TREE HEIGHTS
USING UNMANNED AIR VEHICLES

Anil Can BIRDAL

Department of Remote Sensing and Geographic Information Systems
Graduate School of Sciences, July, 2016

Supervisor: Assist. Prof. Dr. Ugur AVDAN

(Co-Supervisor: Assoc. Prof. Dr. Tarik TURK)

Unmanned aerial vehicles (UAV) have been widely used in a variety of fields in
the last decade. In forestry, with different sensors, they have been used to estimate tree
heights and crowns. This approach with a consumer-grade camera onboard system is
becoming popular because it is cheaper and faster than traditional photogrammetric
methods and UAV-Light Detecting and Ranging (UAV-LIiDAR) systems. In this study,
UAV-based imagery reconstruction, processing, and local maximum filter methods are
used to obtain individual tree heights from an urban forest area which consists mostly of
coniferous trees as scots and black pines and considered as very opened canopy. A low-
cost onboard camera and a UAV with a 96-cm wingspan made it possible to acquire high
resolution aerial images (6.41 cm average ground sampling distance), ortho-images,
Digital Elevation Models (DEM), and point clouds in one flight. Canopy Height Models
(CHM), obtained by extracting the Digital Surface Model (DSM) from the Digital Terrain
Model (DTM), were filtered locally based on the pixel-based window size using the
provided algorithm. For accuracy assessment, ground-based tree height measurements
were made. There was a high 94 per cent correlation and a root mean square error of 28
cm. This study highlights the accuracy of the method and compares favorably to more

expensive methods.

Keywords: Unmanned Aerial Vehicles; Tree Height Detection; Photogrammetry;

Image Processing; Local Maximum Filter; Consumer-grade Cameras



OZET

AGAC YUKSEKLIKLERININ BELIRLENMESINDE
INSANSIZ HAVA ARACLARININ KULLANIMI
(ESKISEHIR KENT ORMANI ORNEGT)

Anil Can BIRDAL

Uzaktan Algilama ve Cografi Bilgi Sistemleri Anabilim Dali

Anadolu Universitesi, Fen Bilimleri Enstitiisii, Temmuz, 2016
Danisman: Yrd. Dog. Dr. Ugur AVDAN

Ikinci Danisman: Dog. Dr. Tarik TURK

Gectigimiz on y1l i¢inde insansiz hava araglari, ¢esitli ¢aligma alanlarinda sikca
kullanilmaya baglamistir. Ormancilik sektoriinde, gesitli alicilar ile agag yiliksekliklerinin
hesaplanmasi ve taglarinin kestirimi i¢in kullanilmaktadirlar. Bu tezde kullanilan yontem
olan tiiketici smifi bir kameranin insansiz hava araci sistemlerine monte edilip
kullanilmas: diger klasik fotogrametrik yontemler ve insansiz hava araclarina monte
edilmis lazer tarayici sistemlerine gore gittikce daha ¢ok popiilerlesmektedir. Bu
caligmada insansiz hava araglarina monte edilmis alicilardan elde edilen hava
fotograflarinin yeniden diizenlenmesi, iglenmesi ve lokal maksimum yontemi ile
filtrelenmesi sonucunda konifer yapiya sahip agaclarin bulundugu bir kent ormanindaki
agaclarin tekil ytliksekliklerinin bulunmasi gergeklestirilmistir. Tiiketici sinift bir kamera
ve 96 cm genislige sahip bir Insansiz Hava Arac1 (IHA) platformu ile yapilan bir ugusta
6.41 cm yer Ornekleme araligina sahip hava fotograflar1 ¢ekilmis, daha sonra bu
fotograflardan orto-goriintii, sayisal yiikseklik modelleri ve nokta bulutu verisi elde
edilmistir. Sayisal yiizey modelinden sayisal arazi modelinin ¢ikarilmasi ile elde edilen
kanopi yiikseklik modeli, piksel tabanli pencere biiyiikliigiine dayali olarak lokal
maksimum ile filtrelenmistir. Dogruluk analizi igin, se¢ilmis olan agaglarin yiikseklikleri
yersel lazer-metre ile dl¢iilmiistiir. Bu olgiimler ile THA yardimiyla elde edilen agac
yiiksekliklerinin karsilagtirilmasi sonucunda %94 liik bir korelasyon ve 28 cm’lik karesel
ortalama hata elde edilmistir. Bu ¢alisma kullanilan yontemin dogrulugunu desteklemekte
ve diger pahali yontemlere gore olumlu ve olumsuz yonleri degerlendirilmektedir.

Anahtar kelimeler: Insansiz Hava Araglari, Agac Yiiksekligi Kestirimi,

Fotogrametri, Goriintii Isleme, Lokal Maksimum Filtreleme, Tiiketici Sinifi Kameralar
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1. INTRODUCTION

Let them fly and they will create a new market, as Colomina and Molina (2014,
p.79) said in their great review of Unmanned Aerial Vehicle (UAV) systems [1] , they
flew and created a new market. UAV systems have been developing so fast that they are
taking classical Photogrammetry and Remote Sensing (PaRS) methods’ places by storm.
Not only in strict PaRS applications, these systems are used in a variety of fields, such as
agricultural and environmental applications [2], intelligence, surveillance and
reconnaissance missions [3], aerial monitoring [4], cultural heritage [5], conventional
mapping, photogrammetry and also cadastral applications [6]. According to a technical
report [7] prepared by MarketsandMarkets, UAV market was valued at USD 10.1 billion
in 2015 and is expected to value at USD 14.9 billion in 2020. Regulations all over the
world are being prepared for this new kind of aerial technology to be legally used for
PaRS applications.

Combined together, computer vision and geomatics technologies have created a
new sensation for PaRS and conventional mapping with low altitude and large scales [8-
11]. An UAV system usually consists of an unmanned aerial vehicle with related payload,
a ground control station for early mission planning and real time navigation and
communication link between station and vehicle. Without an onboard pilot, UAVs can
maintain a flight pattern above the ground.

1.1.  Photogrammetric History and Evolution of Unmanned Aerial Vehicle
Systems

For aerial observations mankind used variety of objects including balloons, rockets,
planes, Kites and even pigeons. Early photogrammetric studies were based on taking
photographs from rooftops or hot-air balloons (Fig 1.1). In 1858, French photographer
named Gaspard-Félix Tournachon probably took the first photogrammetric photographs
recorded in history. E.D Archibald used flying kites as aerial vehicles in 1882 and Alfred
Nobel used rockets in 1897 to carry out aerial photography. In 1897, Julius Gustav
Neubronner invented probably the most exciting and also the hardest way to take aerial

photographs, pigeon photographer method (Fig 1.2) [1].



Figure 1.1. The camera platform below the balloon with the balanced holder of the camera and
the ropes [12]

Figure 1.2. Top left: Aerial photographs of Schlosshotel Kronberg. Bottom left and

center: Frankfurt. Right: Pigeons fitted with cameras [13].

Putting aside rooftop and hot-air manned balloon photography, mankind always
relied on an unmanned remote system to take aerial photographs before the first manned
aerial platform was invented by Wright brothers. They took the first photographs from a
manned aerial system in 1909 [1]. From then on, traditional photogrammetric application
were based on manned aerial platforms with experienced personnel. In late twentieth

century with the development of radio-controlled systems, modern UAVs were used for
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PaRS applications for the first time. Pryzybilla and Wester-Ebbinghaus carried out an
aerial photographic application with a radio controlled, 3m fixed-wing UAV with an
optical camera [1, 14]. Later, same team used a model helicopter to perform a second test
with a medium-format camera [1, 15]. These studies were the first time that a UAV

platform was used.

1.2.  General Aspects of Unmanned Aerial Vehicles in Photogrammetry and
Remote Sensing

As it is highlighted in the thesis before, UAV systems consist of unmanned aerial
platforms, ground stations and communication links. They are considered as the
fundamental components of UAV systems. However there are also other parts such as
navigation and imaging sensors, mechanical servos and wireless systems [1].

Without an onboard pilot, UAVs can maintain a level flight pattern above the
ground [16, 17]. Launch methods like autonomous, air, hand and mechanical, depends on
the size and type of UAV (Fig 1.3, Fig 1.4). The size of the UAV can limit the type of
application and the sensor carried onboard. Sensor development within consumer digital
camera markets has seen many technological advances resulting in much smaller,
affordable and effective sensors for smaller UAV platforms. Technological advances in
digital cameras, Global Navigation Satellite Systems (GNSS), and autopilots extensively
allowed the use of smaller UAV’s as platforms for remote sensing. Autopilots with
integrated GNSS aid in flight control, collection of camera positions and also landing,
resulting in easy use and autonomous flight. Aerial data collected while UAV is in flight,
can be stored directly on the aircraft or camera memory or it can be sent back to ground
control station. [16, 18].



Figure 1.3. UAV platform is being launched on a rampart [19].

Figure 1.4. UAV platform is being launched with bare hands (Top left: Waiting for propeller to
work, top right: preparing for launching with hands, bottom left: throwing the UAV forward).

Sensors onboard UAV can produce a wide variety of remotely sensed results like
true color UAV ortho-images with higher resolution (1-5 cm) compared to traditional
photogrammetric methods, hyperspectral or multi-spectral images, thermal sensed
images, Light Detecting and Ranging (LiDAR) sensed point clouds and even full motion
videos [16, 20] with real time data gathering.
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Eisenbess (2009) [21] provided a valuable report on UAV classification based on
many attributes like heavy or light weight platforms, price, weather and wind resistances,
powered or non-powered, payload etc. Also in van Blyenburgh’s (2013) [22] work, a
mass inventory of UAV is presented. Figure 1.5 shows an UAV of each category

accordingly.

Figure 1.5. From top to bottom, left to right, each picture shows UAVs of each category in [1,22]:
AeroVironment, USA-Nano-Hummingbird; Ascending Technologies GmbH, Germany-Falcon 8, CATUAV,
Spain-Argos, Swiss UAV, Switzerland-Neo s300; Schiebel Austria-Camcopter S100, MMIST, Canada-
Snowgoose; Thales, UK-Watchkeeper; Selex ES, Italy-Nibbio; Insitu Inc., USA-Integrator; General Atomic
Aeronautical Systems, USA-Predator A; QinetiQ UK-Zephyr; Lockheed Martin, USA-Morphing UAS.

UAV are classified into many different classes based on their Maximum Take-Off
Weights (MTOW), Operating Range (OR), payloads etc. As described in Colomina and
Molina (2014, p.81), Medium Range Endurance to Exo-Stratosferic UAV ecosystem is
the largest groups that operates at the highest altitude. But these UAVs are commonly are
authorized to fly under certain situations decided by military units generally. Next, there



are close-short-medium-range UAVS, and they are characterized as their MTOW is
between 150 and 1250 kg and OR between 10 and 70 km. And lastly, there comes nano-

micro-mini UAV class which is defined as their MTOW under 30 kg, and operation range

less than 10 km. Table 1.1 gives examples of most commonly UAVs used for PaRS

applications.
Table 1.1. Examples of most commonly used UAVs for PaRS applications [1]
Integrated
) payload (i) or
Name Manufacturer Weight (kg) Endurance (h) .
Payload weight
(w)
Common fixed-wing unmanned aircraft
16 Mpx Red,
SwingletCAM SenseFly 0.5 0.5 Green, Blue
(RGB) camera (i)
24.3 Mpx RGB
GeoScan101 GeoScan 2 1 )
camera (i)
] 16.1 Mpx MILC
UXx5 Trimble 25 0.83 .
RGB camera (i)
1 kg w/o batteries
Pteryx FotoMapy 5 2
(w)
o o 16 Mpx RGB
Sirius | MAVinci 3 0.91 )
camera (i)
Double-head 16
Kahu Skycam 4 2 Mpx MILC RGB
cameras (i)
Common rotary-wing unmanned aircraft
Geocopter IGI 90 2 30 kg (w)
Scout B1-100 Aeroscout 75 15 30 kg (w)
R-MAX, type Il Yamaha 100 1 28 kg (w)
Common multi-rotor unmanned aircraft
Md4-1000 Microdrones 3 1.46 1.2 kg (w)
HT-8-2000 Height-Tech 24 0.28 2 kg (w)
Aibot x6 Aibotix 24 30 2.5 kg (w)



Table 1.1. (Continuing) Examples of most commonly used UAVs for PaRS applications [1]

Ascending
Falcon 8 . 1.45 0.33 0.75 kg (w)
technologies
HexaKopter MikroKopter 1.2 0.6 1 kg (w)

In UAV based PaRS applications, once the requirements of the application are set,
a combination of aerial vehicle and sensing payload should be defined with the best
interest for the studies. This combination is not an easy task to be carried out, while
considering attributes such as payload’s weight, UAV’s MTOW, UAV weight, UAV and
payload’s power requirements etc [1]. Table 1.2 summarizes common small and medium
format visible band cameras for UAV systems. Information about multispectral cameras
for UAV s provided in Table 1.3. Table 1.4 presents commonly used hyperspectral
cameras for UAV systems. Lastly, Table 1.5 describes thermal cameras suitable for UAV

mapping.

Table 1.2.Commonly used small and medium format visible band cameras for UAV systems [1]

(Mpx: megapixel, fp: focal plane shutter, Is: leaf shutter, fps: frame per second)

) ) Pixel ) Frame
Manufacturer, Format Resolution Size ) Weight Speed
size Rate
Model type (Mpx) (mm?) (k) (s
(nm) (fps)
Phase One, CCD 53.7 X 4000 (fp)
) MF 5.2 1.70 0.7
iXA 180 sensor 80 40.4 1600 (ls)
. CCD 53.7 x
Trimble, 1Q180 MF 5.2 1.50 - 1000 (Is)
sensor 80 40.4
Hasselblad, 53.7 x
MF CCD 60 6.0 1.80 0.7 800 (Is)
H4D-60 40.4
CMOS 23.5x
Sony, NEX-7 SF 3.9 0.35 2.3 4000 (fp)
24.3 15.6
Ricoh, GXR CMOS 23.6 X
SF 4.8 0.35 3 3200 (fp)
Al6 16.2 15.7




Table 1.3. Commonly used multispectral cameras for UAV systems [1]

Resolution ] Pixel size Weight Spectral
Manufacturer, Model Size (mm?)
(Mpx) (nm) (kg) range (nm)
Tetracam, MiniMCA-6 CMOS 1.3 6.66 x 5.32 5.2x5.2 0.7 450-1050
Quest Innovations,
CCh1.4 10.2x8.3 75x8.1 0.8 400-1000
Condor-5 UAV-285
Table 1.4. Commonly used hyperspectral cameras for UAV systems [1]
] . ] . . Spectral Spectral
Manufacturer, Resolution Size Pixel size  Weight
range bands and
Model (Mpx) (mm?) (nm) (kg) .
(nm) resolution
Rikola Ltd.,
5.6 X
Hyperspectral CMOS 56 55 0.6 500 - 900 40,10 nm
Camera '
Headwall Photonics,
) 9.6 X 900 -
Micro-Hyperspec X- InGaAs 06 30 1.025 62, 12.9 nm

series NIR

Table 1.5. Commonly used thermal cameras for UAV systems [1] (mK: millikelvin)

) Pixel . Spectral Thermal

Manufacturer, ) Size ) Weight o
Resolution (Mpx) size range sensitivity

Model (mm?) (kg)
(nm) (nm) (MmK)
Uncooled VOXx
) 10.8 x
FLIR, TAU 2 640 Microbolometer, 67 17 0.07 75-135 <50

640 x 512

Thermoteknix .
Amorphous Silicon, 16 x
Systems Ltd., 25 0.105 8-12 <50

640 x 480 12.8 -
Miricle 307K-25

Not only cameras are applied to UAV for PaRS applications. There are also LIDAR

scanners [1, 23, 24] and Synthetic Aperture Radars (SAR) [1, 25-27] suitable for UAV,

but still remains challenging in most ways due to cost, size, flight dynamics etc. Table

1.6 provides some information about successfully integrated LiDAR systems onboard

UAVs and Table 1.7 describes successfully integrated SAR systems onboard UAVS.
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Table 1.6. Integrated laser scanner for UAV systems [1] (A: automotive, MM: terrestrial mobile

mapping, H: hydrography, deg: degree, app: application)

Laser
. . Angular
Manufactur  Scanning Range Weight FOV class  Frequency A
er, Model Pattern (m) (kg) (deg) and A (kpf/s) PP
(deg)
(nm)
Ibeo ) (H)
) 4 Scanning (H)
Automotive 110 Class
Parallel 200 1 0.125 22 A
Systems, . V) A, 905
lines (V)0.8
IBEO LUX 3.2
H
2 (H)
Velodyne, (H) - 360 Class
Laser/detec 100 700 MM
HDL-32E ) (V) 1.33 V) A, 905
tor Pairs
41
(H)
. >1000 Class
RIEGL, VQ- 1 Scanning (H)0.01 60
] - 3B, 200 H
820-GU Line (V) N/A V)
532
N/A

Table 1.7. Integrated synthetic aperture radars for UAV systems [1] (NanoSAR B weight doesn’t

account for antenna and Inertial Measurement Unit)

Manufacturer, ] Transmitted .
Spectral Bands Weight (kg) Resolution (m)
Model power (W)
IMSAR, Between 0.3 and
X and Ku 1.58 1
NanoSAR B 5
Fraunhofer FHR,
w - 0.1 0.15
MIRANDA
NASA JPL,
L 200 2000 2
UAVSAR
SELEX Galileo,
_ X 10 - 1
PicoSAR




1.3. Research Objectives

In this study, a low-cost UAV system is used to derive tree heights and crowns. A
consumer-grade RGB camera on a lightweight UAV (< 0.70 kg) was used to generate
ortho-images, which were then used to construct a DSM and DTM of the study area. By
subtracting the DSM from the DTM, real height model (which contains the heights based
on the ground surface), known as CHM, is used to be filtered with the local maximum
filter algorithm to obtain the individual crown points and heights of the trees. Afterwards,
tree heights were measured in the field with a laser distance meter and compared to tree

heights estimated by a local maximum filter.

10



2. LITERATURE SURVEY

Mini-UAYV platforms are suited well for urban forest applications. UAV generated
products for urban forestry can be used in many ways (Table 1.8). A spatial tree inventory
is needed when it comes to understanding how people manages urban forests and
surrounding areas. Urban forest inventories include information like species, diameter,
condition, maintenance needs, location, height, growing class etc. which requires an
update in specified time intervals. An indirect benefit of inventory analysis with the UAV
platform is the collection and archiving of aerial imagery for future temporal comparison.
To complete spatiotemporal analysis to detect changes over time, small UAV applications
presents an affordable repeatability of acquiring aerial imageries. Multi-temporal data
collected by the UAV platform will provide effective comparisons to understand
landscape change and monitoring [28]. Inventory and spatial comparisons will provide
valuable information of urban forest structure and that will lead to more effective

management decisions [16].

Table 1.8. UAV products related to urban forestry uses [16]

UAYV Products Urban Forestry Uses

Land cover/use mapping
Historical documentation
Tree inventory
Vegetation analysis (crown density)
Temporal comparison
Color aerial photography
Planning
Maintenance
Planting
Wildlife corridors

Landscape fragmentation

Vegetation analysis
Near Infrared (NIR) photography Tree monitoring

Vegetation health monitoring
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Table 1.8. (Continuing) UAV Products related to urban forestry uses [16]

Tree heights
Topographic analysis
) Watershed analysis
LiDAR ]
Infrastructure analysis
Soil moisture

Forest structure

Three Dimensional (3D) Modeling
Contours
Digital Elevation Model (DEM) Road/trail desing
Slope/aspect
Elevation

Vegetation analysis
Thermal Imaging Insect/disease monitoring

Drought sensitivity

Calculating the canopy and individual tree heights of a forest with remote sensing
techniques is highly accurate and reduces time and cost compared to traditional
approaches. Airborne LIiDAR is the most commonly used system for deriving metrics
from a forest area. A summary of how LiDAR returns occur is presented in Fig 1.6. There
have been several studies on the use of airborne LIDAR platforms in forest areas that
show accurate results [29, 30] with the use of UAV-LIDAR platforms [31, 32] and even
with spaceborne LiDAR platforms [33]. However, despite these highly accurate results,
short flight sessions and the high cost of these surveys with experienced personnel prevent
continuous studies [23, 34]. Imagery obtained from UAVs can be used to obtain point
clouds similar to LIDAR point clouds that results in creating DEM, DTM and CHM
products [16, 35]. There have also been studies with the satellite images [36, 37] based
on forest structure and the spatial resolution of the satellite images; the results are less

precise but useful for large areas.
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Figure 1.6. An explanation of how LiDAR returns occur [38]

In recent years, UAVSs equipped with consumer-grade cameras have provided the
most convenient approaches for inventory, monitoring, and modeling applications [33,
34]. Lightweight UAV platforms (< 2 kg) can fly longer than Airborne LiDAR and UAV-
LiDAR platforms, which helps to reduce survey costs.

In order to estimate individual tree metrics, high resolution DEMs and
photogrammetric point clouds must be generated to create CHMs. With photogrammetric
point clouds, virtual tree models can be generated [39]. Classification of these point
clouds based on their geometric characteristics can prove useful in avoiding detection
errors and the interpolation of the terrain beneath the forest structures [40]. However,
generating only a few points from the ground surface in dense forest may be problematic
when interpolating the terrain [23]. Therefore forest structure types become significant
when it comes to detecting tree crowns or real tree heights [41].

Miniaturized UAV payloads, including consumer-grade cameras, GNSS, and
embedded computer systems provide poorer quality images with geometrical
deformations, as compared to traditional metric systems used on airborne platforms [34,

42]. Several methodologies like Structure-from-motion (SfM) and Multiview-stereo
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(MVS) should be performed to correct for these issues [34,43-48]. Traditionally, airborne
photogrammetric acquisition of images has been used to obtain canopy heights [49,50]
with onboard Digital Mapping Cameras (DMC). These surveys produce promising data,

but with high time and cost requirements.

2.1.  Previous Works

All the related literature publications are examined carefully in order to select the
best method to obtain tree heights in a human-made forestry area. Some of the researchers
that are listed below had the advantage of studying in tree fields that are created for
research purposes. Some of them had spacing between trees 2 to 10 meters so that main
objects of the study can be identified and modeled easily without merging or blending
with other trees surrounding. Some of them studied within natural forest areas but most
of their aim was not to single out individual trees but classifying them in a whole manner.

These publications can prove that tree crown detection and height estimation is
solely based on the characteristics of individual trees and forest areas. Longer spacing
between the trees can solve the problem, but no researcher can expect that natural forest
areas would form according to this idea.

Colomina et al. [1] provided a great review of all unmanned aerial systems used till
February 2014 for photogrammetry and remote sensing. They discussed UAV platforms,
all kinds of sensors onboard UAV systems and also their application to a variety of fields.
Also Remondino et al. [48] discussed the current status and future perspectives of UAV
photogrammetry till 2011 September. They presented UAV image processing methods
for photogrammetric application, mapping and 3D modeling.

Kiing et al. [43] discussed the accuracy of automatic photogrammetric processes of
ultra-light UAV imageries with several datasets also analyzed their accuracies. They
proved that the accuracy highly is dependent on flying height of the UAV platform. A
comparison of the robust and fully automated process of UAV image processing systems
and traditional photogrammetric processing systems in their publication. Also Vallet et
al. [46] provided a photogrammetric performance evaluation publication for Swinglet
UAYV from Sensefly, Parrot Company.

Popescu et al. [51] used airborne LIiDAR technology to estimate tree heights in their

study. High density and small-footprint LIDAR data was acquired from coniferous,
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deciduous and some other mixed stands in order to justify the effects of tree types. Not
only the used airborne LiDAR to estimate the tree heights with filtering methods, but they
also used ground truth data to investigate how ground measurements can help to the
processing stage. As a result, they achieved 85 and 90% correlation with two different
methods. They concluded with stating the variable window size algorithm performed
better for estimating the tree heights of dominant and co-dominant trees.

Gougeon et al. [37] applied tree crown approach to Ikonos images in a coniferous
plantation area. They used two base Ikonos images with 1 m (panchromatic) and 4 m
(multispectral) spatial resolutions and also used same approach in winter and summer
seasons. Panchromatic images were resampled and smoothed using a 3x3 kernel mean
filter. In study area, trees were counted to estimate the accuracy of tree crown delineation.
Also, on smoothed images, a local maxima was used with a 3x3 sized window for
comparison. Individual tree crown and local maxima approach were off from ground
validation data with a percentage of 15 for both season. They performed an individual
tree crown based classification by using multispectral Ikonos images to generate an
overall accuracy test. With the classification results compared to trees with known-
species, accuracy was 59 percent. They claimed confusion with classification results were
mostly within white and red spruces.

Packalén et al. [52] used k Most Similar Neighbor (k-MSN) method on airborne
laser scanning data to predict forest variables like volume, stem number, basal area, basal
area median diameter and tree height. They used a non-parametric k-MSN method to a
combination of airborne laser scanning data and aerial photographs to predict the
variables for Scots pine, Norway spruce and deciduous other tree species. They used the
vegetation returns of the laser beams to predict tree heights. They claimed this method
worked best for Scots pine and Norway produces than other deciduous trees, also better
than related field inventory ground measurements.

Monnet et al. [53] investigated tree top detection algorithm with several parameter
combinations to evaluate its performance. Their algorithm consisted of digital elevation
model reconstruction, Gaussian smoothing, morphological filtering and local maxima
selection and extraction. Detection rates are achieved over 42.9% with 4.1% false
positives for Silver fir, Norway spruce and European beeches. They used the optimal

settings in one study area and tested it in the other areas. They claimed that optimized
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parameters are dependent on the laser data, mostly point density and also forest structures
and species.

Vauhkonen et al. [41] used airborne laser scanning data to derive height, intensity
and alpha shape metrics like diameter at breast height, stem volume etc. They tested
nearest neighbor imputation by k-MSN method and also used the Random Forest method
for the estimation of species, diameter at breast, height and stem volume. Random Forest
method proved valuable asset to classify Scots pine, Norway spruce and deciduous trees,
with handling 1846 predictors without the need to reduce them. They achieved 13%, 3%
and 31% root mean square errors for diameter at breast, height and volume attributes
respectively.

A comparison between individual tree and height detection algorithms has been
made by Vauhkonen et al. [54]. Their results showed that forest structure, in particular
tree density and clustering affects the performance of all the algorithm regardless, also
training with local data helped to improve the results. They provided a good summary of
all algorithms used to derive tree metrics to guide the user to choose the according method
to their interest.

Wallace et al. [23] discussed the development of UAV-LIDAR systems with
application to forest inventories and also modified a processing workflow to improve the
horizontal accuracy of the point cloud by including a GNSS, an inertial measurement unit
and a high definition video camera from 0.61m to 0.34m as root mean square error. With
higher density data such as 62 point per m?, they achieved root mean square error of
0.15m. They claimed horizontal accuracy of point data was mostly affected due to
including a video camera in the system. Wallace et al. [31, 32] also discussed the current
tree detection algorithms with UAV-LIDAR systems.

Wallerman et al. [49] investigated the usage of digital elevation models acquired
from aerial imagery taken with digital mapping cameras onboard photogrammetric suited
planes (4800 m above ground, 60% stereo overlap in along-track and 30% in across-
track). They applied a single tree modeling approach similar to individual tree crown
method commonly used in airborne laser scanning. A simplified individual tree crown
method was used to estimate tree height and their root mean square error was 34% (of the
true mean maximum tree height). They provided an alternative to LIiDAR approach to

forest inventories.
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Waser et al. [50] studied high resolution DSM from infrared colored images to
obtain shrub/tree cover in open mire lands. Two different types of forest masks were
gathered from the DSM with a multi-resolution segmentation and a fuzzy classification.
They claimed that for future mire protection, modeling small shrubs and trees with high
accuracy by using this technique would prove great value and also eliminate the question
of forest/non-forest area.

Waser et al. [55] also studied classification of tree species in different forest
ecosystems with images taken with line-scanning sensor airborne digital sensor 40
(ADS40) and aerial row camera (RS30) which provided overlap up to 90% and higher
radiometric resolution. Within two study areas, 517 trees had been visited in the field and
detected in the images were evaluated. Classification results provided an overall accuracy
between 0.76 and 0.83 while classifying dominant tree species. Lower accuracies were
obtained for small and non-dominant tree species in study areas. Their study shows the
potential of multi-resolution image segmentation applied on CHMs for forest inventories.

Zarco-Tejada et al. [34] investigated the pixel resolution matter for UAV imagery
used to obtain tree heights. They used a 2m wingspan fixed-wing platform with 5.8kg
take-off weight and obtained Very High Resolution (VHR) imagery to generate ortho-
mosaics and DSMs. Their study yielded an overall root mean square error for tree heights
as 35 cm. They also claimed that pixel resolution lower than 35 cm degraded the accuracy
of the application. Zarco-Tejada et al. [56] studied leaf carotenoid content estimation, also
[36] water stress detection of canopy with micro-hyperspectral imager and a thermal
camera.

Fritz et al. [47] compared UAV based photogrammetric point clouds to terrestrial
laser scanning with application of tree stem mapping. Data collection were done in leaf-
off state in April 2013 which is a big advantage that can eliminate the negative effects of
overgrowth foliage. UAV platform had a Panasonic G3 consumer grade camera with 16.6
megapixel sensor which took over 1000 images with a tilt angle of 45°. The results were
compared to data obtained with terrestrial laser scanner point cloud. They claimed that
two point clouds surprisingly correlated well with each other with a Pearson’s correlation
coefficient of 0.696.

Takahashi et al. [36] used remote sensed images from Panchromatic Remote-
sensing Instrument for Stereo Mapping (PRISM) onboard Advanced Land Observing
Satellite (ALOS). They extracted the digital terrain model from digital surface model in
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order to obtain CHM of the study area. Over 1000 trees were individually ground
measured with an aim to be compared to resulting data obtained from the satellite images.
They claimed there was positive correlation between two data sets and also the next part
of the study will be in natural forest areas with higher trees.

Chen et al. [57] used watershed segmentation method on CHMs in order to locate
tree heights in a savanna woodland. They used small footprint LiDAR data point cloud
to create CHMs. The treetops were located by searching a local maxima in canopy
maxima model. They combined variable parameters in order to get the best results to
isolate individual trees. Their results showed that absolute accuracy of the tree isolation
was 64.1%.

Kattenborn et al. [40] used UAV based point clouds to detect single palm trees.
They provided the algorithm parameters with ground-based measurements in order to
obtain the best results. They also evaluated the pixel resolution matter like Zarco-Tejada
et al. [44] with two flight campaigns at 70 and 100m. The point clouds were classified as
three classes of palm (1), other vegetation (2) and ground (3). Their results provided a
good amount of 86.1% for the entire study area and also 98.2% for dense growing palm
stands.

Sperlich et al. [39] used UAV based point clouds data with LIDAR data processing
software and evaluated the potential of UAV based photogrammetric point clouds for
single tree detection and height derivation. As reference data, they used terrestrial laser
scanning point cloud data. Their results clearly showed that tree detection accuracy were
dependent of reference tree height and tree density. They claimed that unreliable tree
crown formations could results in detecting more than one crowns belonging to an
individual tree.

The approach used in this thesis is similar to “Adaptive filtering based on CHM
height values” method which will be explained later in “Materials and Methods” chapter.
Advantages of this study would clearly be the ease of data acquisition and fully-automated
processing stage. Raster reconstruction part is the most complex and user-defined stage
of this process, because it’s highly dependent on training data which are Above Ground

Level (AGL) height measurements and positions of these trees.
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2.2.  Methodologies for Estimating Tree Heights

There are several methodologies for single-tree detections. A comparative testing
between some of these LiIDAR data based methods can be found in Vauhkonen et al.’s
[54] work. Their results showed that forest structure deeply affects the performance of all
algorithms. Tree detection success was especially based on density and clustering of trees
in study areas. These algorithms significantly differenced from each other particularly in
tree detection rather than height estimation. In this study, point clouds obtained from
UAYV aerial imagery will be processed with LIDAR methods used to obtain individual
tree heights in a forest area. A summary of the applied methods are given below.
Kaartinen and Hyyppa’s (2008) [58] report gives far more detailed information about
wider range of algorithms used for this type of studies.

Cluster formation using modified k-means approach: By using ground based
training data, a Euclidian distance criteria is used to eliminate unwanted local maximums.
Wanted local maximums were pretended as seed points. According to these points, a k-
means vector quantization algorithm is used to cluster the point data. Training data based
height reduction factor is used to lower the bias to improve the clustering of similar
objects [53, 59].

A voxel layer single tree modelling algorithm: This algorithm works on density
images which are calculated from consecutive height layers that are extracted from point
data projected into a voxel space. These images are then traced with a hierarchical
morphological algorithm from top to down, assuming there occurs a tree crown when
higher amounts of points are traced [53, 60].

Adaptive segmentation based on Poisson forest stand model: A pit-filling algorithm
for the CHM and then a low-pass filter with a binominal kernel is used based on the
expected nearest neighbor distances between trees. According to each ground training
data CHMs are interpolated to various resolutions suitable for extracting smallest tree
crown in forest areas [53, 61, 62].

Local maxima detection with residual height adjustment: The first return of point
cloud data is interpolated into a DSM with various resolutions depending on the training
data. This DSM is smoothed by running a 3x3 Gaussian filter by a number of times,
assuming the DSM s pit-free eventually. First return heights of the DSM is calculated

using a percentile residual height distribution. The window size, the number of Gaussian
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runs and the residual height percentile adjustment is set specifically for each study areas,
based on the ground measured tree height and positions [53, 63].

Segmentation based on geometric tree crown models: Calculating the correlation
between the point cloud data height and a geometric tree crown model that is placed at
the center of a pixel is the basis of this algorithm. An image created with this correlation
Is used in tree detection with marking each raster cell with a non-zero CHM value and a
positive correlation value as seed points. Until a local maximum is found where a seed
doesn’t have a high correlation with neighbor seeds, these seed points are updated to
neighbor cell that has highest correlation. The final seed is characterized as tree crown
segment [50, 64-66].

Adaptive filtering based on CHM height values: In this method, CHMs are low-
pass filtered using Gaussian kernels. After the filter process, CHMs are interpolated into
a grid of desired value i.e. 0.5m by using the maximum of the first return in the related
grid. The empty cells in the CHM are filled by filtering the CHM with a defined window
size by taking the average of pixels within the window. This algorithm needs a pre
requirement of defining window sizes and height classes in order to produce results [53,
67].

The methods mentioned above uses two kinds of input data which are point clouds
and CHMs. Also, these methods are highly dependent on training data based on ground
measurements. Results of these methods can be significantly improved with better
training data as it is obtained with better ground measurement tools [50].

The approach used in this thesis is similar to “Adaptive filtering based on CHM
height values” method. Point cloud derived from aerial images will be the base data for
this study. After point clouds are obtained, a raster reconstruction stage comes next. In
this stage, highest point heights, which are assumed to be first returns of laser pulses, are
diffused into pre-defined pixel sizes which are highly dependent on training data and
calculated from them. A pit-free CHM is the best raster data can be used for this approach,
so a filter is used to fill the empty pixels, which have no point cloud data at all, with the
average heights of the neighbor pixels. Highest returns from user-defined pixel sizes will
be tagged as tree tops or crown respectively. These tags will be checked up as if they are
the highest points can be identified as tree tops with a circular window defined according
to the height of trees. If any higher point is tagged while the circular window is being

searched, the original point would be untagged as tree top. User-defined pixel size is
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based on how many pixels a tree would fit in i.e. with 0.5m x 0.5m pixel size, we can
assume a tree can fit in a 3x3 pixel size which would mean the foliage of the tree is 3x3

pixels wide (1.5m x 1.5m).
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3. MATERIALS AND METHODS

3.1.  Study Workflow

Forestry work with UAV platforms started off in the 2000s with model planes and
helicopters [46, 68, 69]. Recently they have been used with consumer-grade cameras and
low-cost systems in order to make surveys more efficient. Workflow used in this thesis
on how to generate individual tree heights and positions is shown in Figure 3.1. This
workflow is semi-automated. Ground Control Point (GCP) measurements, ground based
tree height and position measurements are obtained through manual labor. Reconstruction
of DSM and CHM is highly dependent on local training data, therefore they also require

user interactions.

Ground Flight - Flight
Exploratory Planning Session
Generating o
Obtainin
Ground mp | Ortho-Tmages =) Above 8
Measurements DSM .
Point Clouds |Ground Heights
Creating Local Validation
Canopy =» | Maximum | "™P | with Ground
Height Model Filtering Measurements |

Figure 3.1. Study workflow

In “Ground Exploratory” stage, which took about half a day, a take-off and a
landing area has been evaluated to reduce the landing and take-off damages might be
caused to UAV platform. Also, types of trees were identified to understand their growing
classes and foliage structure. In “Flight Planning” stage, preliminary parameters of UAV
flight, which are explained later in “Study Area and Flight Session” section, were

evaluated based on area covered by the test area, wind velocity, atmospheric conditions
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etc. During “Flight Session” stage, only 28 minutes were spent for flying the UAV and
GCP measurements took approximately 1 hour, which made preliminary field survey took
less than 1.5 hour in total.

“Ground Measurements” stage was the most tiring and time-consuming part of this
study. In total, 91 trees were measured. Trees were selected for measurement, based on
how clear they can be identified from nadir imagery. Only 53 of these trees were located
in the test area. A whole day was spent for this stage with only one person, including
measuring and recording in the field with pen and paper and also transferring data to
computer environment. In “Generating Ortho-Images, DSM and Point Clouds” stage, a
fully automated process was conducted. Details of this part is explained in the
corresponding section. This stage only took only half a day with a high end computer.
Performance of processing computer may change time-consume of this part. “Obtaining
Above Ground Measurement” stage was associated with reconstruction of the point cloud
data to obtain AGL height of the test area. This stage only took about 10 minutes, due to
having a small test area with point count lower than one million.

In “Creating Canopy Height Model” stage, a raster was created based on point cloud
data which will be named as CHM. Ground training data were used for this stage in a
significant manner. “Local Maximum Filtering” part was associated with filtering process
of the CHM created on the previous section. This stage only took about 10 minutes, but
based on the capacity of the data, time spent for the stage may rise. “Validation with
Ground Measurements” stage was the second most time-consuming part of this study, as
it involves matching ground measured and algorithm-obtained tree heights not only by
locations but also in paper sheet process. Matched heights were then analyzed statistically
to understand the relation between them. This stage took approximately one day.

In total, less than 3 days were spent to obtain individual tree height of the test area.
This time-consume may depend on the area covered by the study area, performance of
the processing computer and also the experience of the personnel.

3.2. Unmanned Aerial Vehicle Platform

A lightweight UAV platform (eBee), which is developed by senseFly, a Parrot
company, was used throughout this study. The eBee is a fixed-wing UAV that weighs

less than 0.70 kg with the camera and has a wingspan of 96 cm (Figure 3.2). Its cruising
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speed ranges from 40 to 90 km/h, which makes it suitable for mapping up to 12 km? (1200
ha) with a maximum flight time of 50 minutes. Technical specifications of eBee can be
found in Appendix 4. The camera was a Canon 1XUS 127 HS with a 4608 x 3456 pixel
detector that captured images at /2.7 and 1/2000 s. Technical specifications of the camera
can be found in Appendix 2. According to Directorate of General of Civil Aviation
regulations about UAV’s usage in Turkey (which was accessed on August, 2016), UAV
used in this study is classified as IHAO. These classes are identified based on MTOWs of
the UAVs. IHAO limits the MTOW of the UAV between 0,5-4 kg, IHA1 limits it between
4-25 kg, IHA2 limits it between 25-150 kg, while IHA3 classifies UAVs over 150 kg
MTOW.

¥

Figure 3.2. eBee UAV platform with the supplied camera.

3.3.  Study Area and Flight Session

The study area was a human-made forest called the Urban Forest of Eskisehir City,
Turkey (Fig 3.3). This forest area has a recreation and hiking areas which are used
frequently by the local people. A portion of the forest is planted to be used as fire fuel
when they are grown into eligible sizes for pruning. The forest consists of mostly black
and scots pines which were planted in 1960 and covers approximately 15 ha, of which we
studied roughly 1 ha. Test area is a small part of the forest to the south. The main reason
behind using a small test area is to work on a seamlessly ortho-image. Wind resistance of
mini UAVs are not considered at their best, so in our image acquisition stage, some aerial
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images were not taken in smooth conditions. Therefore test area is selected based on the
seamless parts of the ortho-image of the study area. Flight sessions’ day and time were
selected based on the low wind speed occurring over the study area. Also, military
services were alerted about the time of the flight was going to occur to prevent any crushes
or panics if the UAV would be considered as unidentified flying objects. During the 28-
minute flight, 133 images (Figure 3.4a) were taken from 150 m AGL with 6.41 cm
Ground Sampling Distance (GSD). High overlapping parameters were used between each
image, %80 forward lap and %70 side lap respectively. Based on Zarco-Tejada et al.’s
work in 2014 GSD has been selected around 6 cm in order to get the best results for the
CHM. They tried reconstructing the CHM of their study area in order to get the best GSD
related to their study purpose. Aerial imagery were stored on a memory card embedded
in the supplied camera. Communication with ground control unit was provided with using
2.4 GHz radio link and a Universal Serial Bus (USB) computer connection (Fig 3.5). A
hand launch system was used at the beginning of flight which was fully automated from
taking off to landing. Six three-dimensional Ground Control Points (GCP) were used,
obtained via GNSS through Real Time Kinetic (RTK) technique. Technical specifications
of the GNSS used in this study can be found in Appendix 5. The UAV operated with high
effectiveness and provided high resolution aerial images. Based on these images, ortho-
images (Figure 3.4b), DSMs, and point clouds were produced. For visualization purposes,
ArcGIS software developed by Environmental System Research Institute (ESRI) [70] was

used.
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Figure 3.3. Study area of Eskisehir Urban Forest
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Figure 3.5. UAV and ground control station
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3.4. Field Measurements for Tree Height Validation

In total, 53 trees were selected for field measurements to validate the heights
estimated from imagery. Measurements were taken with a laser distance meter platform
(1 mm) (Figure 3.6) and the trees’ positions were recorded with GNSS. Technical
specifications of the laser distance meter can be found in Appendix 3. The reason a laser
distance meter was used is because of its cost and working speed. Although there are
more accurate devices like laser scanners or total stations theodolites, the purpose of this
study is to prove the low cost of this methodology thus making laser distance meter more
suitable for this study. Ground measurements were made the day after the flight.
Measurements were made from the bottom, where the stem base meets the ground, to the
tree top, which rises above other branches. In dense forest areas, a ladder set against
another tree was used to spot the crown of the trees if it could not be seen from the ground.
Then the laser distance meter was placed on the ground with a visible point of view to the
tree top before measuring. Collected heights were recorded with pen and paper. Because
the GNSS did not work in areas with dense foliage, trees selected for validation were near
clearings, which could also be more easily measured. The GNSS recordings were not the
precise position of each tree, considering the algorithm processed positions couldn’t
match with locations of tree bodies (stems) due to detecting maximum canopy height

point’s position, but they were easily paired with the correct tree in the processing stage.

Figure 3.6. Ground measurements were taken with a laser distance meter platforni
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3.5.  Generation of Ortho-images, Digital Surface Models and Point Clouds

Image processing started with geotagging flight information and camera parameters
to each image accordingly. Geotagging is a process of adding geographical identity to all
the images collected from the flight. These metadata adds related information to
Exchangeable Image File Format (EXIF) header that contains coordinates and parameters
of the camera. Ground control information based on GCPs were created as a text file. This
text file contained the names and coordinates for each GCP. In all images, an analysis
was made to determine if there was any GCPs present, later to be selected to match with
related pixel’s X,y values. Six GCPs were used with a mean error of 0.041 m. In a fully-
automated process, all 133 images were calibrated. A total of 1752,447 key points were
used for the bundle block adjustment with 58,7230 3D points. The mean reprojection
error of the adjustment was 0.3 pixels, or approximately 2 cm. Postflight Terra 3D,
powered by Pix4D which is developed by Swiss Federal Institute of Technology [71] was
used in the fully-automated process and the quality report of the process can be found in
Appendix 1. This software is based on automatically finding thousands of common points
between images. Each characteristic point found in an image is called a keypoint. When
2 keypoints on 2 different images are found to be the same, they are matched keypoints.
Each group of correctly matched keypoints will generate one 3D point. The point cloud
is a set of 3D points that reconstruct the model. The X, Y, Z position and the color
information is stored for each point of the point cloud. The resulting DSM and point cloud
data are shown in Figure 3.7. Detailed information can be found about creating point
clouds from aerial imageries with SfM in Schonberger et al. (2014)’s [72] work.
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Figure 3.7. Left: DSM of the study area. Right: Point cloud of the study area

3.6.  Obtaining Above Ground Level Height

In order to obtain the AGL heights of the trees, we used the point cloud data to
interpolate the terrain beneath the forest structure. First, point cloud data were classified
as ground points or non-ground points. Ground points were then triangulated into a
triangulated irregular network (TIN). The most important part of interpolating the terrain
is how many points can be gathered under the foliage. Fewer and less accurate point cloud
data would cause problems in accuracy. Large overlapping areas of the images help create
more accurate and denser point clouds. Average density of point cloud data used for this
study was roughly 40 points per m*. LAStools software, developed by Rapidlosso GmbH
[73] was used in this process. There were no trees over 8m height, so a threshold of 8m
maximum height was used in order to eliminate abnormalities like bird hits or other

noises. Based on the TIN, each point’s height was calculated (Figure 3.8).
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Figure 3.8. AGL height of the test area

3.7.  Creating the Canopy Height Model

A canopy usually means the upper layer of a forest which is formed by tree crowns.
CHM used in this study can be defined as above ground height model of the forest. It
represents the real heights that can be easily interpreted by human eye, i.e. a tree’s height
can be predicted as 5.2 m, meaning the height started from the ground. The point cloud
data from the AGL heights needed to be gridded into a raster in order to be filtered by
local maximum filter. A step size is chosen based on the size of the trees, which would
fill in a desired amount of pixels. 0.3 m step size was appropriate for the study area and
a 300x400 pixel raster was created. To eliminate empty pixels within the raster, each point
as classified as first returns were replaced with a circle of a predefined radius. The largest
height value from the points inside pixels was used in the gridding process, therefore only
one height value was embedded within pixels. Thus, the CHM was ready for validation
with the ground measurements (Figure 3.9). Detailed information about how to generate

flawless CHMs can be found in Khosravipour et al. [74]’s work.
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Figure 3.9. Canopy height model of the test area
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4. RESULTS AND DISCUSSION

4.1. Filtering Process with Local Maximum

The CHM was based on the highest peak of the trees in the corresponding pixel.
Local maximum filter is based on the window size set by the user. This filter moves the
pre-defined window over the CHM and then compares the center cell’s value with the
surrounding pixels within a variable sized circular window in order to define the center
pixel as a maximum [50, 75-77]. This algorithm uses the CHM to identify local
maximums and produces a text file based result. The result can easily be imported and
visualized by a Geographical Information Systems software like ArcGIS Desktop [70].
Generally, the moving window is specified as 3x3, 5x5, etc. depending on the pixel size
of the CHM [50, 78, 79]. In this study, a window specified as 3x3 means that roughly in
a 1m? area the algorithm would search for a maximum due to step size defined as 0.3m
in the previous section. The variable sized circular window used here is based on the

maximum height of the center pixel within the window size defined by the user:

Deciduous: Crown width (m) = 3.09632 + 0.00895xht? (3.1)
Pines: Crown width (m) = 3.75105 — 0.17919xht + 0.01241xht? (3.2
Combined: Crown width (m) = 2.51503 + 0.00901xht? (3.3)

The equations are taken from [70] for deciduous, pines and combined tree types
respectively. In these equations, ht represents height of the center pixel. This algorithm
is calculated based on stand composition equations [70]. These equations result in tree
crown radius of a tree based on its species. Height of trees are the main component of
these equations to estimate a tree crown radius. Based on the ground height
measurements, users should select their own window size in order to get the best results.
In our study, equation 3 was selected for variable window size calculation based on the
ground surveys which led the researcher believe tree crown radius in our study area differs
from 2.5 m to 3 m. Radius obtained from this equation is used to draw a circle, which’s
center is the center pixel of the algorithm’s pre-defined window as it is defined as a local
maximum. Within this circle, all the pixels’ values are compared to the center pixel in

order to define it as the local maximum. During the process FUSION/LDV [80] software
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was used. Figure 3.10 shows the resulting raster with the point features as individual
trees and AGL heights.
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Figure 3.10. Individual trees as point features obtained from CHM by using local maximum filter

4.2.  Validation of Estimated and Measured Tree Heights

Validation involved comparing two different methods of measuring tree height. The
first method was with laser distance meter and the second was with the algorithm. In total,
53 ground-measured heights were taken. Tree heights in the test area ranged from 1.20 m

to 7.10 m. A paired samples t-test were conducted due to having two population means
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in the case of two samples that are correlated. Purpose of this statistical analysis is to
determine whether the mean of differences between two paired samples differ from zero

[81]. Two hypotheses are evaluated:

e Ho: At %95 significance level, between ground measured and algorithm-estimated
heights, there is no statistically significance (u1-p2=0).
e Hi: At %95 significance level, between ground measured and algorithm-estimated

heights, there is statistically significance (u1-p2#£0).

The following equation was used for paired samples t-test:

d
VsZ2+n

t = (3.4)

Where d is the mean difference between two samples, s? is the sample variance and
n is the sample size and t is a paired sample t-test with n-1 degrees of freedom. “t” value
here is obtained as 1.166 which is lower than t table value defined as 2,006. Therefore we
can’t reject Ho null hypotheses. The correlation coefficient of the two data set was
approximately 0.94 (Figure 3.11) and the root mean square error (RMSE) was 28 cm.
There is no statistically significance between two data sets. In Appendix 6, a detailed
table of two data set and the details of the t-test can be found.
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Figure 3.11. Ground-measured and algorithm-estimated tree height validation results of 53 test heights
(Parameters of Linear Regression and Correlation Coefficient are given in the plot).

4.3. Discussion

Obijective of this study was to evaluate UAVs for identifying tree crowns and height
for providing information to urban forest inventories. Only one previous study was
identified on the quantitative validation of tree heights using UAVs with consumer-grade
cameras [34]. Hence the present study and its algorithm for estimating AGL heights and
positions will prove useful for forestry applications such as plant breeding, agronomy,
plant quantification etc. Specifically, individual tree heights could help with growth and
age classification, firewood amount prediction and probably biomass calculations. This
study’s main advantages are being cheaper and faster than other methods such as LiDAR,
UAV-LIDAR, spaceborne LIDAR, satellite systems, and traditional photogrammetric
methods. Given this study’s accuracy, this approach should be useful in low-height flight
sessions in order to get the best out of aerial photographs. The quality of the sensor may
solve the problem of low-height flying by enabling flights at higher height, thus allowing

surveys to cover more area if needed. Even so, raising the number of low- height flights
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performed by small UAV platforms would still make this method more beneficial
compared to other methods. Also, a necessity of GCPs are required to obtain highly
accurate DEMs which later in the processing chain produces more accurate tree positions
and heights.

Local tree morphologies would differently affect the performance of this
methodology regardless. It is highly suggested that users should obtain their own
parameters based on their ground training data. Tree crown radius is one of the key
components in this methodology. Generally, in human-made forest structures, species do
not differ from each other a lot. This means characteristic attributes of these trees would
be similar to each other, thus making filtering process work on each tree properly. Users
should gather a considerable amount of information before they start their study, tree
heights for validation, tree crown radius for filtering process, tree species information etc.
In our test area, detection of tree tops was easy compared to denser forests. This approach
would cause problems if it is used in areas where the tree tops could not be identified
because of overlapping trees, which generally occurs in natural forest areas. Clearings
between trees are very helpful when it comes to interpolating the terrain beneath the forest
structures. Not only clearings between trees, but also clearings within tree foliage could
enable obtaining more terrain points closer to stem base. Only in very opened canopy
structures this methodology can result in highly accurate results. Also, oblique
photogrammetric applications would help with the resulting data’s accuracy. Adjusting
the interpolation process according to local parameters and obtaining more terrain points
under the foliage could increase the accuracy of the data.

Ground measurements weren’t homogeneously distributed over the study area. This
is because, tree foliage generally didn’t let the GNSS system work properly. While
recording the heights with pen and paper, location of the trees could be marked on the
ortho-image’s paper output that has been created before ground measurements. But this
method wouldn’t work properly because, in a nadir perspective, locating the trees on
ortho-image would be a challenging thing to do. Due to this reason, ground measurements
were based on the trees which were very open from the others and could easily be
identified from UAV imagery. Locations of these trees weren’t the stem base location of
them, but they had to be matched with the related estimated height point in order to do
validation. If this method would be used in another open canopy, users should try to get

as many as ground measurements as possible to validate their results.
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UAVs are contributing towards flexible and cheaper sensor platforms used to obtain
high quality airborne spectral and 3D-information [46]. This study proves that in human-
made forest areas characterized as study’s test area, tree position and tree height detection
is possible through point clouds generated by image matching, thus enhancing

management decisions.
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5. CONCLUSIONS

In this study, we used a UAV and a consumer-grade camera to obtain the individual
heights of trees in a forested area. Compared to other approaches, it produces accurate
results, has low cost, doesn’t require any trained specialists to use the UAV or the camera
system and takes little time. In a 15 ha forest, we performed one flight session over 1 km?
for 28 minutes and gathered 133 aerial images with 6.41 cm GSD. The aerial images were
the basis for a CHM that was then filtered with a local maximum filter algorithm. The
estimated tree heights from the algorithm were validated by field measurements, with a
RMSE of 28 cm. Future work should focus on different types of trees and forests where
the density of the forest will present the greatest challenge. With consumer-grade infrared
cameras, classification of the trees should also be possible, which would provide useful
data for forest inventories.

Yet this study should be performed in larger forest areas than the test area (roughly
up to 1 ha, and according to a report from Republic of Turkey’s General Directorate of
Forestry in 2015, Turkey’s forest presence is up to 22.3 million ha which covers 28.6 %
of the country). This approach could prove useful when it comes to preparing inventories
for very opened canopy structured forest areas and also monitoring them with a defined
time interval. The highly cost effective, flexible and mobile UAV technology and with it,
fully automatic photogrammetric processing chain can be taken into account for

operational use.
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APPENDIX

Appendix 1 — Quality report of the photogrammetric process

Quality Report 30

Generated with verson 3.2.82

Important: Click on the differenticons for:
@ Help to analyze the resuls inthe Quaity Report

© Additional information about the feature

Q For additional tips to analyze the Quality Report, click '

Summary 0
Project 2015_04_25 anil_6em_kent
Processed 2015-Apr-25 17:30:53
Camera Model Name CanonIXUS127HS 4.3 4608X3456 (RGB)
Awrage Ground Sampling Distance (GSD) 641cm/252in
rea Covered 0.7061 km?/ 7061 ha/ 0.2728 sq.mi./ 174571 acres
Image Coordinate System WGS84
Ground Control Point (GCP) Coordinate System WGS 84/ UTMzone 36N
Qutput Coordinate System WGS 84/ UTMzone 36N
Processing Type full aerial nadir
Feature Exraction Image Scale 1
Camera Model Parameter Optimization optimize eemals and all intemals
Time for Initial Processing (without reporf) 2Tm:53s
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Quality Check

@ images

@ pataset

@ camera Optimization
@ Matching

@ Georeferencing

@ Preview

median of 60991 keypoints perimage

133 out of 133 images calibrated (100%), all images enabled
0.06% relative difference between initial and final focal length
median of 11385.5 matches per calibrated image

6 GCPs (6 3D), mean error =0.041 m

Figure 1: O;

ic and the

Calibration Details

Number of Calibrated Images
Number of Geolocated Images

@ mnitial Image Positions

g sparse Digital Surface Model (DSM) before densification.

133 out of 133
133 out of 133

e

A )

S s e
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Figure 2: Top view of the initial image position. The green line follows the position of the images in time starting from the large blue dot.
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® Computed Image/GCPs/Manual Tie Points Positions
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Figure 3: Offset between initial (blue dots) and computed (green dots) image positions as well as the offset between the GCPs initial positions (blue crosses) and
their computed positions (green crosses) in the top-view (XY plane), front-view (XZ plane), and side-view (YZ plane).

@ Overlap

Number of overlappingimages: 1 2 3 4 5+

Figure 4: Number of overlapping images computed for each pixel of the orthomosaic.
Red and yellow areas indicate low overlap for which poor results may be generated. Green areas indicate an overlap of over 5 images for every pixel. Good
quality results will be generated as long as the number of keypoint matches is also sufficient for these areas (see Figure 5 for keypoint matches).

51



Bundle Block Adjustment Details

Number of 2D Keypoint Observations for Bundle Block Adjustment

Number of 3D Points for Bundle Block Adjustment
Mean Reprojection Error [pixels)

@ Internal Camera Parameters

© CanonIXUS127HS_4.3_4608x3456 (RGB). Sensor Dimensions: 6.17 [mm)] x 4.63 [mm)

EXIF 1D: CanonlXUS127HS_4.3_4608x3456

Focal Principal Principal
Length Pointx Pointy Al i M
Initial 3270924 [piel] 2303.999 [pixel] 1728,000 [pixel]
Values 4.380 [mm) 3.085 [mm)] 2.314 [mm] A0 00| 900
Optimized ~ 3273.155 [pixel] 2427 427 [pivel) 1817.891 [pixel]
Vales | 4383[mm) 3250 mm| 243 | Q0| 00 | 0008
@20 Keypoints Table
Number of 2D Keypoints per Image Number of Matched 2D Keypoints per Image
Median 60991 11386
Mn 16675 887
Max 74928 21202
Mean 57479 13176
@ 3D Points from 2D Keypoint Matches
Number of 3D Points Cbserved
In2 Images 358507
In3 Images 105017
In4 Images 47372
In’5 Images 25949
In6 Images 16301
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1752447
587230
0.300398

T

0.000

0.006
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In 7 Images

In 8 Images

In 9 Images

In 10 Images
In 11 Images
In 12 Images
In 13 Images
In 14 Images
In 15 Images
In 16 Images
In 17 Images
In 18 Images
In 19 Images
In 20 Images
In 21 Images
In 22 Images

10914
7612
5318
3626
2587
1709
937
627

21
92
57
14

® 3D Points from 2D Keypoint Matches

Figure 5: Top view of the image computed positions with a link b

Geolocation Details

Number of matches

® Ground Control Points

GCP Name
k1(3D)

k2 (3D)
k3(3D)

k4 (3D)

k5 (3D)

k6 (3D)
Mean
Sigma
RMS Error

Accuracy XY/Z [m]
0.020/0.020
0.020/0.020
0.020/0.020
0.020/0.020
0.020/0.020
0.020/0.020

25 222 444 666 888 1111 1333 1555 1777 2000

Error X[m]
0007
0029
0016
0003
0026
0025
0.000131
0.020261
0.020262

images. The d of the links i the number of matched 2D keypoints
between the images. Bright links indicate weak links and require manual tie points or more images.

Error Y [m]
0.020
0.004
0042
0016
-0.004
0028
0001746
0023253
0023318

ErrorZ[m]  Projection Error [piel]

-0.067 0.669
0.133 0.468
-0.124 0510
0.032 0.741
0.002 0.757
0.027 0.731
0.000630
0.081073
0.081076

VerifiedMarked
5/5
5/5
5/5
5/5
4/4
5/5

Localisation accuracy per GCP and mean errors in the three coordinate directions. The last column counts the number of images where the GCP has been
automatically verified vs. manually marked.

® Absolute Geolocation Variance
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Mn Error [m]
941

-753
-564
-3.76
-1.88

0.00

1.88

376

5.64

753

941

Mean
Sigma
RMS Error

Max Error [m]
941
-753

-3.76
-1.88
0.00
1.88
376
5.64
7.53
941

Geolocation Error X [%]

0.00

0.00

0.00

0.00

301
7594
21.05
0.00
0.00
0.00
0.00
0.00
0619786
0.693443
0.930053

Geolocation Error Y [%)
0.00

0.00

0.00
0.00
0.00
0.00
075
55,64
4361
0.00
0.00
0.00
3637876
0.828137
3730945

Geolocation Error Z [%]

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

100.00
39.926570
1111058
39.941027

Min Error and Max Error represent geolocation error intervals between -1.5 and 1.5 times the maximum accuracy of all the images. Columns X, Y, Z show the

percentage of images with geolocation errors within the predefined error intervals. The geolocation error is the difference b
positions. Note that the image geol

errors do not
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@ Georeference Verification

AR O Ay

GCP Name: ki (287092 184399841 9499928

if i gl el

GCP k1 was notmarked in the following images (only

up to 6images shown). fthe circle is too far away from
the initial GCP position, also measure the GCPin

hese images 1o improve the aocuracy.
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GCP K2 was not marked in the following images (only
up to 6 images shown). Ifthe circle is too far away from
the initial GCP posmon also measure the GCPin

GCP k3 was not marked in thefollomng images (only
up o 6 images shown). Ifthe circle is too far away from
the initial GCP posmon also measure the GCPin
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GCP k4 was not marked in the following images (only
up to 6 images shown). If the cirdle is too far away from
the initial GCP position, also measure the GCPin

to improve the accuracy.

>

IMG_6686.JPG
IMG_6698.JPG

bl

GCP k5 was not marked in the following images (only

up to 6 images shown). If the circle is too far away from

the initial GCP position, also measure the GCP in
these i acy.
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VGCP Name: k6 (287355.60 4399486.18,995.72)
L i v & ;

= Rk
GCP k6 was not marked in the following images (only
up to 6 images shown). If the circle is too far away from
the initial GCP position, also measure the GCP in
ages to improve the accuracy.

NG 6722PG

| IVG_6725.0PG
ING_6730JPG

-j - IMG_6731.0PG
MG 6736.0PG
©ING_6737.0PG

Figure 7: Images in which GCPs have been marked (yellow circle) and in which their computed 3D points have been projected (green circle). A green circle

outside of the yellow circle indicates either an accuracy issue or a GCP issue.

Point Cloud Densification details

Summary
Processing Type aerial nadir
Image Scale multiscale, 1 (original image size, slow)
Point Density optimal
Mnimum Number of Matches 3
Use Densification Area ¥es
Use Annotations s
Use Noise Filtering yes, radius = 10 GSD
Use Surface Smoothing yes, sharp, radius =10 GSD
Time for Densification and Filtering (without report) 03h:44m:29s
Results
Number of Processed Clusters 2
Number of 3D Densified Points 62919961
Number of 3D Filtered Points 35003614
Average Density (per m°) 4092
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Appendix 2 - Technical Specifications of Canon IXUS 127 HS

Specifications

Camera Effective Pixels

Lens Focal Length

LCD Monitor

File Formats

Data Types

Interfaces

Power

Dimensions (Based on
CIPA Guidelines)

Weight (Based on CIPA
Guidelines)

Approx. 16.1 million pixels

5x zoom: 4.3 (W)—21.5 (T) mm
(35mm film equivalent: 24 (W) — 120 (T) mm)

7.5cm (3.0 in.) color TFT LCD
Effective Pixels: Approx. 461,000 dots

Design rule for Camera File system, DPOF (version 1.1)
compliant

Still Images: Exif 2.3 (JPEG)
Movies: MOV (H.264 video data, Linear PCM (2 channel
monaural) audio data)

Hi-speed USB

HDMI output

Analog audio output (monaural)
Analog video output (NTSC/PAL)

Battery Pack NB-11L
AC Adapter Kit ACK-DC90

93.2x57.0x20.0mm (3.67 x2.24 x0.791n.)

Approx. 135 g (approx. 4.76 oz.; including batteries and
memory card)
Approx. 120 g (approx. 4.23 oz.; camera body only)
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« Number of Shots/Recording Time,

Number of Shots
Movie Recording Time*1

Continuous
Shooting*2

Playback Time

Playback Time

Approx. 170

Approx. 30 minutes
Approx. 1 hour

Approx. 3 hours

*1Time under default camera settings, when normal operations are performed, such as
shooting, pausing, turning the camera on and off, and zooming.

*2Time available when shooting the maximum movie length (until recording stops

automatically) repeatedly.

The number of shots that can be taken is based on measurement guidelines of the
Camera & Imaging Products Association (CIPA).
Under some shooting conditions, the number of shots and recording time may be less

than mentioned above.

Number of shots/recording time with fully charged batteries.

+ Number of 4:3 Shots per Memory Card

Resolution (Pixels)

Ratio
L (Large) r's
16M/4608x3456 |
M1 (Medium 1) 8
8M/3264x2448 48
M2 (Medium 2) 8
2M/1600x1200 Y|
S (Small) 8
0.3M/640x480 &

8 GB 32GB
1131 4567
1903 7684
2252 9094
3721 15020
7442 30040
12927 52176
27291 110150
40937 165225

These values are measured according to Canon standards and may change depending
on the subject, memory card and camera settings.

Table values are based on images with a 4:3 aspect ratio. Changing the aspect ratio
(see p. 71) will enable more shots, because less data is used per image than for4:3
images. However, with M2.16:9 images have a resolution of 1920 x 1080 pixels, which

requires more data than for 4:3 images.
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+ Recording Time per Memory Card
Recording Time per Memory Card

Image Quality — o
m 29 min. 39 sec. 1 hr. 59 min. 43 sec.
m 42 min. 11 sec.*1 2 hr. 50 min. 19 sec.*2
m 1 hr. 28 min. 59 sec. 5 hr. 59 min. 10 sec.

*1Approx. 27 min. 39 sec. for iFrame movies (see p. 104).
*2Approx. 1 hr. 51 min. 37 sec. for iFrame movies (see p. 104).

These values are measured according to Canon standards and may change depending
on the subject, memory card and camera settings.

Recording will automatically stop when the file size of an individual clip being recorded
reaches 4 GB, or when the recording time reaches approximately 10 minutes (for 8 or
2 movies) or approximately 1 hour (for § movies).

On some memory cards, recording may stop before the maximum clip length has been
reached. Speed Class 6 or higher memory cards are recommended.

« Flash Range

Maximum wide angle ([3]) 50cm-35m(16-11ft)
Maximum telephoto (C47) 0cm-20m(30-661t)
5 Shooting Range

Shooting Mode Focusing Range Maximum Wide Angle Maximum Telephoto

(D)} (9)
= 3cm (1.2in.) - infinity 90 cm (3.0 ft.) — infinity
e} 5cm (2.0 in.) —infinity 90 cm (3.0 ft.) — infinity
” 3-50cm ~
Other modes \/) (12in.—161)
A 3m (9.8 ft.)—infinity 3 m (9.8 ft.) — infinity

* Not available in some shooting modes.

+ Continuous Shooting Speed

Shooting Mode Speed
By, Approx. 5.8 shots/sec.
P Approx. 2.0 shots/sec.
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+ Shutter Speed

mode, automatically set range 1 — 1/2000 sec.

Range in all shooting modes 15— 1/2000 sec.
« Aperture
finumber /2.7 1 1/8.0 (W), /5.9 / 1117 (T)

+ Battery Pack NB-11L

Type

Rated Voltage

Rated Capacity
Charging Cycles
Operating Temperature
Dimensions

Weight

Rechargeable lithium-ion battery

36VvDC

680 mAh

Approx. 300 times

0—40 °C (32— 104 °F)
346x402x52mm (1.36 x 1.58 x0.20 in.)
Approx. 13 g (approx. 0.46 0z.)

+« Battery Charger CB-2LD/CB-2LDE

Rated Input

Rated Output

Charging Time

Charge Indicator
Operating Temperature
Dimensions

Weight

100 V — 240 V AC (50/60 Hz)

42VDC,041A

Approx. 2 hours (when using NB-11L)

Charging: orange / Fully charged: green (two-indicator system)
5—40°C (41 - 104 °F)

85.0x57.6x24.3 mm (3.35x227 x0.96 in.)

Approx. 59 g (approx. 2.08 0z.) (CB-2LD)
Approx. 56 g (approx. 1.98 0z.) (CB-2LDE, excluding power
cord)

All data is based on tests by Canon.
Camera specifications or appearance are subject to change without notice.
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Distance measurement

Appendix 3 — Technical Specifications of Leica DISTO D810 Laser Meter

Technical Data EN

Photos / Screenshots

Laser class

2

Laser type

635 nm, < | mW

Protection class

IP54 (dust- and splash
water protected)

Autom. laser switch off after 90 s
Autom. power switch-off after 180 s
Bluethooth® Smart Bluethooth v4.0
Range of Bluethooth® <I0m

Dimension (H x D x W)

61 x31 x 164 mm
24x1.2x6.5in

Weight 238g / 84 oz

Temperature range:

- Storage -25 to 60 °C
-13 to 140 °F

- Operation -10to 50 °C
14to 122 °F

- Charging -10 to 40 °C
14 to 104 °F

Leica DISTO™ D810 touch 799093b

Typical Measuring Tolerance® * |.Omm / ~ /16" *** Resolution for photos 800 x 600 dpi
Maximum Measuring + 2.0 mm / 0.08 in =** Resolution for screenshots 240 x 400 dpi
e File formac JPG
Typical Range 250 m / 820 ft Download of gallery USB
Range at unfavourable 120 m / 394 ft

it EE S
condition = : Battery (Li-lon)
Smallest unit displayed = 0.l mm 7/ 1/32in Rated voltage 37V
Power Rarfge Technology yes Capacity 5.6 Ah
g I:;iss‘:;:coe':t ?I 63/05/06;) Fa?m) Measurements per battery Approx. 4000

charge

Measuring tolerance to laser -0.1° / +0.2° Output voltage 50V
beam¥##E% Charging current I A
Measuring tolerance to +0.1°
housing®*=#% * applies for 100 % target reflectivity (white painted wall),
Range 360° low background illumination, 25 °C

** applies for 10 to 100 % target reflectivity, high background
illumination, - 10 °C to + 50 °C

*¥* Tolerances apply from 0.05 m to 10 m with a confidence
level of 95%. The maximum tolerance may deteriorate to
0.1 mm/m between 10 m to 30 m, to 0.20 mm/m between
30 m to 100 m and to 0.30 mm/m for distances above 100 m
##+¥ applies for 100 % target reflectivity, background illumi-
nation of approximately 30'000 lux

##kek after user calibration. Additional angle related devia-
tion of +/-0.01° per degree up to +/-45° in each quadrant.
Applies at room temperature. For the whole operating
temperature range the maximum deviation increases by
+/-0.1°.
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- At arecommended storage tempera-
! ture of -20°C to +30°C (-4°F to
+86°F), batteries containing a 50% to 100%
charge can be stored up to | year. After this
storage period the batteries must be
recharged.
- For accurate indirect results, the use of
1 2 tripod is recommended. For accurate
tilt measurements a transverse tilt should be
avoided.
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Appendix 4 - Technical Specifications of eBee UAV of senseFly

HARDWARE

wingspan

Weight (inc. supplied camera & battery)
Motor

Radio link range

Detachable wings

Camera (supplied)*

Cameras (optional)

96 cm (378 in)

Approx. 0.69 kg (1.52 |b)

Low-noise, brushless, electric

Up to 3 km {1.86 miles)

Yes

WX RGB (18.2 MP)

S110 NIR/RE/RGB, Sequoia, thermoMAP

SOFTWARE

Flight planning & control software (supplied)
Image processing software (optional)

eMotion
Pix4Dmapper Pro

OPERATION

Automatic 3D flight planning
Cruise speed

Wind resistance

Maximum flight time

Maximum coverage (single flight)
Automatic landing

Multi-drone operation

Ground control points (GCPs)
Oblique imagery

Yes

40-90 km/h (11-25 m/s or 25-56 mph)

Up to 45 km/h (12 m/s or 28 mph)

50 minutes

12 km? (4.6 mi?)y**

Linear landing with —~ 5 m (16.4 ft) accuracy
Yes

Optional

0 to -50°

RESULTS

Ground sampling distance (GSD)
Absoclute horizontal/vertical accuracy (W/GCPs)
Absolute horizontal/vertical accuracy (no GCPs)

Down to 1.5 cm (0.6 in) / pixel***
Downto3cm(l1.2in)/5cm (2in)
1-5m (3.3-164 ft)

*Optional in Turkey:

** Based on the following test conditions: target ground resolution of 30 cm (1 1.8 in) / pixel, no wind, moderate weather temp.
(18 °C/64.4 °F), new fully charged battery, flight altitude of 1,000 m (3,280 f1) above ground level take off at approx. sea level,
take-off point in centre of desired coverage area.

=== Depends upon environmental conditions (light, wind, surface type).

64

Package contents:

eBee body (inc. all electronics &
built-in autopilot)

Pair of detachable wings

WX still camera (inc. SD card,
battery, USB cable & charger)

2.4 GHz USB radio modem for data
link (inc. USB cable)

Two lithium-polymer battery packs
& charger

Spare propeller

Carry case with foam protection
Remote control & accessories (for
safety pilots)

User manual

eMotion software download key

{accessible via my.senseFly at nc
extra cost)



Appendix 5 — Technical Specifications of JAVAD Triumph-1 GNSS

Standard Configuration
* GPS LiL212015
* GLONASS L1/.2
* Update Rate 5Hz
* RTK Rate 5Hz
* Mamory 256 MB
* RBAM
* Code Differential Basa/Rovar
o Advanced Multipath Reduction
* MinPad Interface
* Two RS232 Serial Ports (460.8 kbps)
o LISB port
* Internal GNSS antanna
o Bluetooth® Interface
 Vi-Fi (IEEE 802.11bva)
o KFK WAAS/EGNOS (SBAS)
* Rachargeable Li-lon Battery
Optional Feature
* Galileo E1/E5A
* (alilao E5B*
o GLONASS L3*
* 0S72
* Baidou Bi
* Baidou B2*
o Update Rate 10Hz, 20Hz, 50Hz & 100Hz
o RTK Rate 10Hz, 20Hz, 50Hz & 100Hz
« Data Racording up to 2048 MB
* Haading Determination
* GLONASS .2mm Dynamic Calibration
* [n-Band Interferance Rajection
 JAVAD ArcPad Extension
« { PPS timing strobe
* Event Markar
* [nternal 3.5G UMTS/HSPA Module
* Intarnal GSM/GPRS/EDGE Modula
* [ntarnal COMA2000 Modula
« |ntarnal UHF Modem
o Ethernat

-Ext?rrmg!lssmmeNCFemaleconmgta :

10
1. Ground Plane

2. Intornal GNSS Antenna

3. Rechargeabda Li-lon Battery Pack
4. Guard Bumper

5. 1PPS and Event Marker Connactors (opSonal)

6. On/0ff and Control Buttons and LEDs
7. Bluetooth / WiFi Antenna
8.5/8-11" Mounting Thread

9. UHF / GSM / CDMA2000 Antenna Connector

10. Communicasion and Power Poris

11. SIMUIM Card Door

12. User Accassible SIM/UIM Card

13. GNSS Recaiver and Power Board with
on-board

14. GNSS RF and Communicasion Board with on-beard

SIM/UIM Card

Description

Total 216 channels: al-in-view (GPS L1/L2/L5, Galileo £1/E5AESB,
GLONASS L1/L2/LS, 0ZSS Li/L2/15, Beidou B1/B2, SBAS L/L5)
integrated racemvar, rugged pi plasbc and magnesium hwsmg
complete with MinPad inferface

Tracking Specilication

Signals Trackad

Performance Specifications
Autonomous

o UAEN mﬁ%&m +%) AlBoc

%?w C/A, u‘&kus L3¢ mu{ L5 (10}, SAIF
SBAS L1, L5

<2m

Static, Fast Static Accuracy Horizontak: 0.3 cm + 0.1 ppm « base line
Vertical: 0.35 cm + 0.4 ppm + besa_fine_[e
Kinamatic Accuracy Horizontak: 1 cm + 1 ppm « base_ine_length
Vertical: 1.5 cm+ 1 ppm « base_lina_langth
RTK (OTF) Accuracy Horizonta:  cm + 1 ppm « base_ne_length
Vertical: 1.5 cm + 1 ppm « base_lina_length
D&PS Accuracy < 0.25 m Post Procassing
< 0.5 m Real Time
Cold Start <35 seconds
Warm Start <5 seconds
Reacquisition <1 second
Battary Two intermal Li-lon battenies (7.4 V, 5.8 Ah aach) with intemal charger
Operation Time Up to 18 hours
Extemal Power Input +10 10 +30 voits
GNSS Antenna Integrathd
Antenna Type Microstrip (Zero Centered)
Ground Plane Antenna on a flat ground plane
‘Radio Specifications
356 UMTS/HSPA Module bal IUEIJT%Q’SI‘Z INonh America (850/1900/1700-
GSM/GPRS/EDGE Module Imms‘SMBPRS(H)GE q.lad-bmd modula, GPRS/EDGE Class 10
COMA 2000 Modube Internal COMA2000 dual band module 800V1900MHz
UHF Radio Modem Internial 360-470MHz radio transceiver, up o 38.4kbps

1 Watt

Basa Power Output
7o
Communication Ports

Other 10 Sigrals

Status Indicator

2x serial (RS232) 18

High speed LUSB 2. dmncepon 420 Mbps)

Full-duplax 10BASE-T/100BASE-TX Ethernat port
Wi-Fi (I 30211!1«&m

BImbothV20+EDR 2 supporting SPP Slave and

1PPS |ze4:l
Event

Six LEDs, two function kays (MinPad)

Wemory & Recording
Intemal Memory

Raw Data Recording

Data Type

Up to 2048M8 of onboard non-ramovabie memory for data storage
Up to 100 times per second (100Hz)
Code and Camier from GPS L1/.2, Galileo E1/E5A, GLONASS Li/.2

‘Real Time Dafa
Input/Output
Output

Environmental Specifications

Enclosura

Operating Temparature
Storaga Temperature
Humidity

Shack

Dimensions

Weight

Specifications are subject to change without notice

Sy

JAVAD GNSS
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JPS, RTCM SC104 v. 2.x and 3.x, CMR
NMEA 0183 v. 2.xand 3.0, BINEX

Moldad magnesium alloy and plastic, waterproof IP67
4P Cip+60°C*™

-45°Cio+86°C™

100% condensing

Survives a 2 m drop onto hard surface

W:178 mm x H:96 mm x D:178 mm

i700g
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Appendix 6 — Details of the Two Data Set (B) and T-Test (A)

A) T-Test

Paired Samples Statistics

Std. Std. Error
Mean N Deviation Mean

Pair 1 YAROOOO 4,8847 53 1,23278 16933

;/AROOOO 4,8394 53 1,25215 17200

Paired Samples Correlations
N Correlation|  Sig.

Pair1 VARO00001 &

VAR00002 53 934 ,000

Paired Samples Test

Paired Differences

Mean

Std.
Deviation

Std. Error
Mean

95%
Confidence
Interval of

the
Difference

Lower

Pair1 VARO00001 -
VARO00002

,04528

,28262

,03882

-,03262
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Paired Samples Test

Paired
Differences

95%
Confidence
Interval of

the
Difference

Upper

df

Sig. (2-
tailed)

Pair1 VARO00001 -
VAR00002

,12318

1,166

52

,249

B) Two Data Sets

Ground Measurement Based Algorithm Based
ID Height(m) ID Height(m)
cl 3,86 cl 4,28
c2 5,23 c2 5,37
c3 5,67 c3 5,69
cd 4,16 c4 3,86
c5 4,65 c5 4,35
dl 4,99 dl 4,79
d2 3,59 d2 3,53
d4 5,54 d4 5,21
gl 1,74 gl 1,27
gll 5,83 gll 5,25
g2 6,05 g2 5,75
g3 4,87 g3 5,28
g4 5,69 g4 5,87
g5 2,49 g5 2,62
g6 2,23 g6 2,34
g7 4,37 g7 4,09
g8 5,35 g8 5,06
99 5,79 g9 5,67
hl 4,76 hl 5,03
h3 3,59 h3 3,55
h4 3,71 h4 3,53
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h5 2,86 h5 2,90
h6 3,72 h6 4,05
h7 2,74 h7 3,21
h8 3,91 h8 3,82
i1 2,58 i1 2,00
i10 7,08 i10 6,79
i11 6,62 i11 6,47
i12 5,70 i12 5,95
i13 5,55 i13 5,26
i2 5,91 i2 6,07
i3 6,11 i3 6,11
i4 5,72 i4 5,79
i5 5,70 i5 5,11
i6 5,53 i6 5,73
i7 6,30 i7 5,84
i8 4,71 i8 4,35
i9 4,87 i9 4,72
j1 5,95 j1 6,25
j2 3,81 j2 3,61
j3 5,46 j3 5,73
4 6,21 jA 5,93
j5 4,56 j5 4,75
j6 5,62 j6 5,78
j7 6,12 j7 6,22
i8 6,03 j8 5,81
k1 3,26 k1 2,94
k2 5,14 k2 5,32
k3 4,82 k3 5,09
k4 5,41 k4 5,79
k5 4,99 K5 5,23
k6 5,57 k6 5,35
K7 6,17 K7 6,13

68




RESUME (in Turkish)

ANIL CAN BIRDAL

ARASTIRMA GOREVLISI
E-Posta Adresi : anilcanbirdal@hotmail.com
Telefon (Is) o 3462191010-2467
Telefon (Cep) : S0ZR5RR8ST
Faks
Adres :  Cumhuriyet Universitesi Mithendislik Fakiiltesi A Binas:

Geomatik Mihendisligi Bslamii

Ogrenim Durumu

ANADOLU UNIVERSITESI
Yiiksek Lisans FEN BILIMLERI ENSTITUSU/UZAKTAN ALGILAMA VE COGRAFI BILGI SISTEMLERI ANABILIM
2013 DALI/UZAKTAN ALGILAMA VE COGRAFI BILGI SISTEMLERI BILIM DALI
Tez adi: Agag Yikseliklerinin Belirlenmesinde Insansiz Hava Araglanmin Kullanimi {Eskigehir
Kent Ormani Ornegi) Tez Damigmani:{UGUR AVDANTARIK TURK)

BULENT ECEVIT UNIVERSITESI
Lisans MUHENDISLIK FAKULTESI/GEOMATIK MUHENDISLIGI BOLUMU
2008-2013
Gorevler

ARASTI revizss  CUMHURIYET UNIVERSITESI/MUHENDISLIK FAKULTESI/GEOMATIK MUHENDISLIG
R SOREVLIST o) (JMU/FOTOGRAMETRI ANABILIM DALT (27 Eylil 2013 Baslangic)

Projelerde Yaptig: Gorevler:

1. . Optik Uydu Gorintileri Yardimiyla Heyelan Alanlannda Meydana Gelen Yatay Yer
Degistirmelerin Belirlenmesi: Kuzey Anadolu Fay Zenu (Kafz) (Sivas Iii Koyulhisar Ilgesi ve Civan)
Omedi. TUBITAK Proiesi. TUBITAK PROJESI. Bursiver, 2013-2015 (ULUSAL)

Idari Gorevler

Farahi Koordinators CUMHURIYET UNIVERSITESI/MUHENDISLIK FAKULTESI/GEOMATIK MUHENDISLIGI
014 BOLUMU/FOTOGRAMETRI ANABILIM DALI

Mevizna Degisim Programi Kurum cUMHURIYET UNIVERSITESI/MUHENDISLIK FAKULTESI/GEOMATIK MUHENDISLIGI
W‘fg}j‘“ BOLUMU/FOTOGRAMETRI ANABILIM DALI

Erasmus Koordinatard CUMHURIYET UNIVERSITESI/MUHENDISLIK FAKULTESI/GEOMATIK MUHENDISLIGI
o BOLUMU/FOTOGRAMETRI ANABILIM DALI
B. Uluslararasi bilimsel toplantilarda sunulan ve bildiri kitaplarinda
(proceedings) basilan bildiriler :
1.  GURSOY QNDER.BIRDAL ANIL CAN,OZYONAR FUATKASAKA ERGUN (2015). DRetermining and
Monitering the Water Quality of Kiziliomak River. of Turksy, First Results. 36th International

69



Symposium, on Remote Sensing of Environment (ISRSE) (Berlin/Germany) (Tam metin
bildiri)(Yayin No:1706442)

POYRAZ FATIH.HASTAQGLU KEMAL OZGUR,TIRYAKIOGLU IBRAHIM,TATAR ORHAN,GURSOY
ONDER,KOCBULUT  FIKRET,TURK  TARIK,Demirel MehmetDUMAN HUSEYIN.Ahmet Faruk
Cider,BIRDAL ANIL CAN (2015). The Eastern Part Of Gediz Graben Determination Methads of
Tectonic Movements GPS And Ps:Insar; The First Results. Eumppean Geqsciences Unipn General
Assembly 2015 (Austria/Vienna) (Poster)(Yayin No:1706009)

Demirel Mehmet,POYRAZ FATIH,HASTAOGLU KEMAL OZGUR,TURK TARIK,TATAR ORHAN,BIRDAL
ANIL CAN (2015). Comparing the Results of Terrasar-X And Envisat Sar Images With, Ps:InSAR
Methads On Slow, Motion Landslides: Koyulhisar, Turkey. European Geesciences Union General
ASsemhly 2015 (Austda/Vienna) (Poster)(Yayin No:1706048)

TURK JARIK.GQRUM, TOLGA,BIRDAL ANIL CAN,TATAR ORHAN (2015). Landslide displacement
measurements from Optical Satellife Images: A Case Study on the North Anatelian Fault Zone.
European Geosciences Union General Assembly 2015 (Austria/Vienna) (Poster)(Yayin No:1706145)

GURSOY QNDER.BIRDAL ANIL CAN,OZYONAR FUAT,KASAKA ERGUN (2015). The Water Quality
Assesment of Kizilimmak River of Turkey: First Results. Mapping Water. Bodies from Space - MWBS
2015 (Frascati/Rome/Italy) (Poster)(Yayin No:1706337)

E. Ulusal bilimsel toplantilarda sunulan ve bildiri kitaplarinda basilan bildiriler:

1.

TURK TARIK.GORUM TOLGA,BIRDAL ANIL CAN (2015). Optik Uydu Gériintiileriyle Heyelan Alanlannda
IG Kiitle Hareketlerinin Incelenmesi: Kuzey Anadolu Fay Zonu Omegi. Tirkiye Ulusal Fotogrametri ve
Uzaktan Algilama Birligi (TUFUAB) VIII. Sempozyumu (Konya), (Yayin No:1705745)

GURSOY QNRER.BIRDAL ANIL CAN (2014). Farkh Uydu Verilerinin Bant Birlestirilmesinden Sonra
Spektral Sinflandirmalarda Kullanilmasi. 5. Uzaktan Algilama-Cografi Bilgi Sistemleri Sempozyumu
(Istanbul), (Yayin No:1705530)

Y. YAZAR, U. AVDAN, A. BIRDAL, M, TUN (2010). Mimari Belgelemede Lazer Tarama Uygulamalan
(Kursunlu Kiilliyesi Okuma Salonu Omegi). Harita ve Kadastro Mihendisleri Odasi, Mihendislik
Olgmeleri STB Komisyonu 5. Ulusal Miihendislik Olgmeleri Sempozyumu (Zonguldak), 263-264,, (Yayin
No:891165)

Universite Disi Deneyim

2012-2012

2011-2011

2010-2010

Harita Mihendisi  inan Harita, Hali Hazir Harita, (Ticari (Ozel))

Stajer, Laser Scanning Europe Sirketi (Magdeburg/Almanya), Stajer, (Diger)

Stajer Anadolu Universitesi Yer ve Uzay Bilimleri Enstitisi, Stajer, (Dider)

70



