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ABSTRACT 

OPTIMAL ENERGY EFFICIENT  

SENSOR NETWORK DESIGN 

Raed S. M. Daraghma 

Department of Electrical and Electronics Engineering  

Anadolu University, Graduate School of Science, May, 2016 

Supervisor: Assoc. Prof. Dr. Nuray AT 

 

Wireless sensor network is made up of very tiny motes called as sensor nodes and 

a fixed or mobile base station. For making the network reliable many routing 

algorithms are proposed. Due to the presence of sensor nodes in harsh 

environment it is not possible to provide unlimited power source so, energy 

efficiency is a major issues in WSN. Multi-objective Approach for Energy 

Efficiency and Multi objective  Cluster Based Approach protocols are proposed to 

increase the lifetime of the network.  

The first study develops a new energy efficient (EE) clustering-based protocol for 

single-hop, heterogeneous WSNs. An architecture for microsensor networks that 

combine  the ideas of using channel state information (CSI) and minimum residual 

energy (MRE) in the selection process of Cluster Heads (CHs). The proposed 

protocol shows better results as compared with LEACH, SEP and DEEC 

protocols. In cooperative communication a relay node overhears and repeats a 

source nodes message to the BS. Where the two independently faded signals are 

combined. The resulting of cooperative communication of achieving reliable 

communication at much lower transmission energy cost reduces the energy 

consumption of the sensor nodes when are compared with non-cooperative 

communication case. In order to save energy data must aggregated to reduce the 

amount of traffic in the network. Data aggregation has done with the help of 

clustering schemes. Clusters reduce the localized traffic by means of grouping 

sensor nodes and compress the data together and then transmit only compact data 

to the base station. Therefore optimal cluster head selection is important to 

maximize the lifetime of the network by utilizing the limited energy in an efficient 

manner. In this thesis, clustering approach is proposed to determine the optimal 

number of clusters in WSN. Cluster heads are chosen based on their residual 

energies, distances and optimal number of clusters in the network. Also this thesis 

presents an analysis of IEEE 802.15.4 implementations available for typical sensor 

node systems, such as the Bluetooth Low Energy (BLE) node CC 2450 chip, AP2 

transceiver modules were used for ANT, and other transceiver is ZigBee (Texas 

Instrument). Results show that our proposed protocol maximizes the network 

lifetime and nodes stay alive for longer period using the same transmitted power, 

radio frequency, packet size and data rate for three protocols, ZigBee is shown to 

consume less energy and offers longer network lifetime.      

 

   

Keywords: wireless sensor network, optimal cluster head, energy consumption, 

network lifetime, LEACH protocol.  
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Kablosuz algılayıcı ağlar çok sayıda kaynak-kısıtlı algılayıcı düğüm ve sabit (veya 

mobil) baz istasyonundan oluşur. Bu algılayıcı düğümler genelde küçük pillerle 

çalışırlar ve pillerin değiştirilmeleri zordur; dolayısıyla, algılayıcıların sahip 

olduğu enerjinin mümkün olduğunca verimli bir şekilde kullanılması esastır.  

Enerjiyi tasarruflu kullanmanın bir yolu, kümeleme kullanarak ağdaki trafik 

miktarınıazaltmaktır. Kümelemede,bazı algılayıcı düğümler gruplanır; gruplanan 

bu algılayıcı düğümlerden gelen bilgiler birleştirilir, sıkıştırılır ve kompakt hale 

getirilen bu veri artık baz istasyonuna gönderilir.Ancak bu yaklaşım, optimum 

küme sayısının belirlenmesi ve kümeler içinde küme başkanlarının seçilmesi gibi 

bazı sorunları da beraberinde getirmektedir.Bu tezde, kablosuz algılayıcı ağların 

eylemsel yaşam sürelerini uzatmak için bazı enerji tasarruf teknikleri 

önerilmektedir. 

İlk olarak, tek atlamalı çoktürel (heterojen) kablosuz algılayıcı ağlar için, 

kümeleme-tabanlı yeni bir enerji verimli protokol önerilmiştir. Bu protokolde, 

küme başkanları kanal durum bilgisi ve minimum kalan enerji kullanılarak 

seçilmiştir. İkinci olarak, enerji-kısıtlı kablosuz algılayıcı ağlar için özgün bir 

işbirliği stratejisi sunulmuştur. Üçüncü olarak, enerji verimli kablosuz algılayıcı 

ağlar için gelişmiş küme başkanı seçme tekniği incelenmiştir. Bu teknikte, küme 

başkanları kalan enerji, mesafe ve optimum küme sayıları dikkate alınarak 

seçilmektedir. Son olarak, kablosuz algılayıcı ağların pratik yönleriCC2450 

yongalı düşük enerjili bluetooth düğümü, AP2 alıcı-verici modülüne sahip ANT ve 

Texas Instrument’ın ZigBee modüllerinin mevcut bulunan IEEE 802.15.4 

gerçeklemeleri analizi yoluyla çalışılmıştır.  

Anahtar kelimeler: Kablosuz algılayıcı ağ, kümeleme, enerji verimliliği, ağ yaşam 

süresi, işbirlikli çeşitleme, kalan enerji 
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1.INTRODUCTION 

1.1  Wireless Microsensor Networks 

In general, sensor networks can contain hundreds to thousands sensing nodes.  

The most important part of these networks is to make these nodes as cheap and 

energy-efficient as possible and rely on their large numbers to obtain superior 

quality outcomes. Wireless Sensor Networks (WSNs) are used for a large 

numbers of duties such as detection, localization and tracking objects of 

interest. In [1], a proper estimate of a source location can be achieved by using 

energy readings of sensors.  

In the recent years, the advances in MEMS (Micro Electro-Mechanical 

Systems) as well as in wireless communications have motivated the growth of 

millions of small size and low cost wireless devices as well as different types 

of wireless networks which connect these devices with or without any existing 

ground work. Wireless sensor network (WSN) [2-11] is one of the most 

important parts of the advanced wireless communication networks. The 

network can be studied as  a network forming of hundreds or thousands of 

wireless sensor nodes which collect the data from their surrounding 

environment and send their sensed data to remote control center which is 

called Base Station (BS) or sink node in a organize themselves manner. WSNs 

can be viewed as a big data base which stores information about the 

environment to be monitored or detected. Each sensor node will perform 

sensing, processing and communication functions inside the network.  WSNs 

are interesting from an engineer perspective, because they show important key 

design difficulties.  

 

1.2   Challenges and Research Issues in WSNs 

In this part we will explain the most important characteristics in WSNs which 

are different from classic wired or wireless networks. First, there is no rigid 

infrastructure and sensors will self-organize via cooperation. Second, sensors 

are strained to limited resources such as energy, bandwidth, processing and 

memory. Third, sensors may breakdown due to reasons like energy 

consumption, interference, movement or obstacles. Because of the above 
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characteristics for WSNs, the network topology may change fatly and 

dynamically. Also, WSNs have the following difficulties and research topics 

to deal. 

 Energy conservation. 

From the previous literature, it is known that WSNs may have a lifetime of at 

least several months to years depending on the specific application. The 

extending of the lifetime of the network is the basic challenge for researchers 

since most sensor nodes are powered by restricted batteries. There are many 

basic factors which can affect the energy consumption in WSNs. Since the 

sensor nodes are formed of sensing, communication and processing units, the 

energy consumption can also be divided into 3 parts correspondingly. First, 

during sensing phase or also can be called set-up phase some low power 

hardware components can be loaded on the sensor board to reduce energy 

consumed. Second, the choosing of various protocols on different layers can 

affect the energy consumption very much. For instance, the node sleeping and 

wakeup mechanism [12, 13, and 14] can be inserted in the MAC layer to 

decrease energy consumption. If we want adopt better processing efficiency of 

different types of data messages we can use advanced signal processing 

techniques [15]. Also we can combine the clustering and data mining 

mechanism whilst routing process in order to obtain energy efficiency. On the 

other hand we can adopt power control and power management, when we 

using this techniques not only energy efficient but also network capacity and 

interference performance can have developed. Lastly, in some cases we can 

decrease the amount of data or the number of transmission by using smart 

signal processing or data mining methods then will cause decreased in energy 

consumption. 

 Topology design. 

 In WSNS, [16, 17, and 18] the topology design is one of the most 

significance important factors in network stability, connectivity besides 

energy consumption. The sensor nodes can be stationed either previously 

with a certain pattern or urgently in a random distribution. How to balance 

the energy workload with the help of topology design is one of a practical 

challenge to the accomplished application of WSNs. 

 Architecture design. 
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The processing, memory and energy are parameters dynamically changed in 

the WSNS, The system should work autonomously, variable its configurations 

as needed by each application. So, the node’s inside architecture needs to be 

attentively designed according to hardware platform [19]. besides, the 

interconnection between WSNs and other networks needs be acceptable [20]. 

Other function modules also must be considered as localization, 

synchronization, signal processing and the storage and taking bake of data 

information under the whole architecture. 

 Collaborative signal processing. 

When the collaboration of nodes are considered in WSNs, each node can send 

data to other sensor node (forward)  using multi-hop communication or direct  

communication (single-hop communication) to the BS. Collaborative signal 

processing [21] in WSNs is a hot research area. Major research topic contains 

the rate of information sharing between nodes and how nodes reject 

information from other nodes. Processing data from more sensors normally 

results in better performance but also requires more communication resources. 

Thus, the tradeoff between performance and resource access in collaborative 

signal processing should be considered. Data fusion [22-29] is one 

representative approach of collaborative signal processing, which can much 

decrease energy consumption. 

 Security. 

With the inclusion of research topic as security infrastructure, switch 

management, authentication, robustness to DoS (Denial of Service) attacks, 

secure routing, privacy etc. [30, 31, and 32]. Security is not  insignificant 

problem for WSNs. To obtain a secure system, security must be integrated into 

each component module rather than each separate module since components 

designed without security maybe a point of attack in WSNs. 

 

1.3   Literature Review   

 

One of the disadvantages of a single-hop dynamic clustering protocols like 

LEACH [33] is the cluster head rotation overhead in each round. LEACH 

works as following: selects cluster heads based on randomly generated value 

between 0 and 1. If this randomly generated value is less than the threshold 
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value, then the node become cluster head for the current round. Advanced 

LEACH [34] was developed to enhance the performance of LEACH by 

choosing the best suitable   node for CH and enhances the threshold equation 

of LEACH by introducing two terms: General Probability (GP) and Current 

State Probability (CSP). It is known that in a LEACH, nodes make self-

governing decision without any central intervention taking into account 

residual energy. In [35], an energy-efficient hierarchical clustering algorithm 

(EEHCA) is suggested for WSNs. In this protocol a new adopts method for 

CH selection along using the concept of backup CHs to enhance the 

performance of the WSNs. Besides, after the data aggregation has been done 

by CHs, the CHs transmit this data to the BS node by a multi-hop 

communication technique. Results were shown that the EEHCA achieves a 

good performance in terms of network lifetime and stability period by 

minimizing energy consumption for communication and balancing the 

energy load among all the nodes. Re-cluster-LEACH [36] an algorithm is 

depending on nodes density, which takes into account the density of nodes 

inside the cluster for CH formation. LEACH-F [37] is protocol consider that 

the number of clusters will be not changed during the network lifetime and 

the cluster heads are rotated within its clusters, in LEACH-F one of the 

similarities to other protocol is steady state phase which is identical to that of 

LEACH. LEACH-B [38] is a decentralized protocol in which consider a 

sensor node only knows about its own position and position of final receiver 

and not the position of all sensor nodes. E-LEACH [39] supplies 

improvement in selection of CHs of LEACH protocol. This protocol takes 

into account the residual energy of the nodes as the basic factor whether 

these sensor nodes turn into the CH or not in the next round. LEACH-HIR 

[40] is an energy efficient CH selection method and using the developed 

Prim algorithm to build an inter-cluster routing in the heterogeneous WSN. 

Generally, the cooperative communication system consists of three parts: a 

source s, it is destination d, and r relay, as shown in Figure 1.1. In the 

conventional code and forward cooperative communications [41], relay 

receives the transmitted signal from the source and previous relay, then 

applies maximal–ratio combining technique (MRC) [42] on the received 

signals and retransmits the decoded signals if they have been correctly 
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decoded. The main idea of the cooperative depends on the choosing one relay 

from the multi relays to cooperate with the source, if the cooperation needs 

cooperation. We consider a cooperation scheme with two phases in wireless 

network (WN) which can be mobile ad hoc networks or mobile networks.  

During the phase 1, each node in a WN sends information to its destination, 

and the information is also received by other users simultaneously. While 

during phase 2, each user helps others by forwarding the information that it 

receives in phase 1. Each user may decode the received information and 

forward it (corresponding to the DF protocol), or exclusively amplify and 

forward data (corresponding to the AF protocol). It is noticed that in both 

phases, all users transmit signals through orthogonal channels by using 

TDMA, FDMA or CDMA approach [43]. If we want understanding the 

cooperation concept better, we focus on a two-user cooperation approach. 

Particularly, node s sends information to its destination in phase 1, while 

node r receives the data. Node r helps node s to forward the information in 

phase 2. At the same time, when node s sends its information to its 

destination in phase 1, node r receives the information and forwards it to 

node d destination in phase 2.  Because the two users are similar to each 

other’s, we will discuss only the node s performance. Without loss of 

generality, we consider the following model shown in Figure 1.1. 

  

 

 

 

 

 

 

                                  Figure 1.1.  Cooperative communication. 

 

It is known that clustering in WSNs was first considered in LEACH which 

contains a distributed cluster formation technique that enabling self-

organization of large numbers of nodes. In [37] this protocol was adapted 

clusters, and rotating cluster head positions to evenly distribute the energy load 

among all the nodes in the network. On the other hand this protocol has some 

r 

s d 
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drawbacks: i) if network size increases, implementing the dynamic clustering 

may become frustrating difficult. ii) The number of clusters to be formed is 

random. In some cases a small number of clusters and sometimes a large 

number of clusters are formed. In another saying, LEACH protocol does not 

make sure that the optimal numbers of clusters are formed at each and every 

round in the network. Modified Rumor [44], TEEN [45], and PEGASIS [46] 

are other very famous clustering-based protocols which also do not find the 

optimal number of clusters. while, [47] supposes the optimal number of 

clusters in the network with mobile base station in which the BS can  move 

very close to the CH resulting trivial  path loss. In LEACH-G [48], the optimal 

number of cluster heads is proposed depended on the energy model for 

LEACH algorithm. Randomized selection of clusters is centralized in OCEA 

[49] in which cluster heads are chosen depended on their available energies. In 

[50], the optimal number of clusters is founded using of a Fuzzy C-Means 

(FCM) clustering approach. 

  

The most important characteristics in the design of WSNs are energy 

consumption and network lifetime. In this thesis we present clustering based 

routing for WSNs. There are many clustering based protocols called 

homogenous (each node has the same energy), such as LEACH [37], 

PEGASIS [46] and HEED [51]. [37] Is one of the most well-known and 

nominee hierarchical routing protocols for WSNs. It can extend network 

lifetime 8 times longer than other usually routing protocols such as direction 

transmission and minimum transmission energy routing protocols. However, 

the cluster head nodes are randomly selected and they only use direct 

transmission to the BS under their small measure sensor network. Power 

Efficient Gathering in Sensor Information Systems (PEGASIS) [46] is a chain 

protocol using routing scheme which performs better than LEACH protocol in 

energy consumption and extend the lifetime.  It works as following: after data 

can get aggregated along the chain then it will be sent to the BS using direct 

transmission by one of the node on the chain. The major drawback is that 

PEGASIS needs a global knowledge of whole network, and this situation 

makes this network practically very hard to be succeeded. . 
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In PEGASIS nodes consist of a chain to send data from source to the BS. 

Each node on the chain formation process connects with next node. The chain 

formation process needs global knowledge of sensor nodes; hence, it is not 

easy to present this topology.  The main function of the CH in the network is  

to collect data from its members or slave nodes, aggregate and then forward or 

transmit data to the BS.  Normally, this method excessive load to the CH and it 

costs a lot of energy consumption. In LEACH, the CHs are selected 

periodically and consume uniform energy by choosing a new CH in each 

round. The probability P decides if a node becomes CH in current round or 

not. It is noticed that LEACH considers well in a homogenous network 

however, this protocol is not suitable for heterogeneous networks. From 

previous results, we can say that the main drawbacks of LEACH protocol are 

uneven distribution of cluster heads, also it is needed to high transmission 

power when the size of the network is increased, also this protocol has lower 

stability region due to the early death of its nodes. LEACH-C [52] uses a 

centralized CH selection technique; in this algorithm the BS is responsible for 

the selection of CHs. In each round, the current location of all nodes in the 

network is known and is updated by the BS also the remaining energy. 

Depending on the remaining energy information, the base station can decide a 

number of nodes for the CH selection in each round. The BS accounts the 

average node energy of the network. Then if the remaining energy of a node is 

larger or equal to the average node energy, the node will be chosen in the 

candidate number for the CH. After deciding the candidate number of the CHs, 

the BS finds the optimal number of CHSs by using an approximation approach 

such as simulated annealing [53]. The simulated annealing approach runs on 

the candidate CHs number to find the best CHS. Once the optimal CHs are 

known, the BS broadcasts the cluster heads IDs, cluster member node IDs, and 

transmission schedule for each cluster to all nodes in the network. The next 

step is each node compares its ID with the cluster head ID, and if it analogous, 

then it behaviors as the CH. Otherwise the node decides its slot in the 

transmission schedule and sends data to CH in its slot. In LEACH-C [52] one 

of the major shortages is repeated cluster formation overhead. There is also 

data and energy wastage because of fixed round time. A hybrid Protocol 

Energy Efficient Reactive Protocol for WSN is developed in [54]. In this 
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protocol, CH is selected based on the residual energy of node and average 

energy of network. In [55] Sharma have adjusted the value of the threshold, 

according to which a node decides to be CH or not, based on the ratio of 

residual energy and average energy. In [56] H-HEED is proposed, the authors 

introduced different level of heterogeneity : 2 level and multi-level in terms of 

node energy. Xuegong et al. [57] proposed a new protocol of the cluster multi-

hop transmission for heterogeneous sensor networks, the algorithm selects the 

CH nodes by calculating weight-value and transfer data by using nodes in 

cluster and cluster head multi-hop transmission manner.           

 

   Generally the BS can received data from the sensor nodes with two 

different ways. Single-hop communication [ 58] and multi-hop communication 

[59, 60]. When we are using single-hop communication every sensor node can 

arrive to the BS directly (using one hop), also called Direct Transmission 

Mode. While when we are using multi-hop communication sensor networks 

route the message using specific routing protocols (using more than one hop).  

One of protocols that are used multi-hop for routing data messages to the BS is 

Minimum Transmission Energy (MTE) protocol. A two-hop is a special case 

of multi-hop network. The first hop is from member sensor nodes to CHs and 

the second is from the CHs to the BS. On the other hand, these two categories 

have main problem which is the creation of energy holes [61, 62]. It is know 

that in a single-hop protocols the energy utilization increases as the distance 

from the BS increases. While in a multi-hop networks the energy usage 

increases as the distance to the BS decreases. One of the drawbacks of a multi-

hop protocol creates hot-spots [61, 63] in the surrounding of BS. Generally, 

wireless sensor networks can be widely categorized into two main parts. 

Homogeneous and heterogeneous sensor networks [64]. In homogeneous 

networks, sensor nodes have similar abilities in terms of energy, hardware and 

processing abilities. CHs are flipped periodically in order to balance energy 

usage. However, periodic rotation of cluster heads does not figure out the 

problem of unbalanced distribution of energy utilization in cluster heads with 

consideration of distance from Base Station. While heterogeneous sensor 

networks comprise of sensor nodes have different energies, processing and 

transmission abilities. It is noticed that cluster heads have higher initial 
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energies and can communicate over longer distances. However, main problem 

in heterogeneous sensor networks is a fault tolerance. By the way, failure of 

cluster heads may lead to disconnection in sensor network. Homogeneous 

networks select cluster heads from a large number of suitable cluster heads and 

have a higher tolerance towards failure of sensor nodes. Hierarchical routing 

protocols [37,46] are very convenient for WSNs since they not only supplied 

scalability for hundreds or thousands of sensors, but  also the cluster head can 

execute data gathering and coordination within each cluster.  

 It is well-known that location-based routing protocols [65, 66] normally 

need sensor location information which can be wined either through global 

positioning system (GPS) devices or through specific estimation algorithms 

depend on received signal strength. Minimum Energy Communication 

Network (MECN) supplies a minimum energy network for WSNs with the 

help of low power GPS. In [54] this protocol was developed to extend the 

protocol in [65] which accounts the possible number of obstacles between any 

two nodes. In [67], the author suggests energy-LEACH and multi-hop-LEACH 

protocols named LEACH-M. Energy- LEACH protocol makes better the 

selection process of the CH; in this protocol some nodes have been taken 

which have extra residual energy as CHs in the next round. Multi-hop LEACH 

protocol makes better communication mode from single hop to multi-hop 

between CH and the BS. From the result we can see that energy-LEACH and 

multi-hop LEACH protocols perform better than LEACH protocols in lifetime 

and energy consumption. In [68], the problem of clustering in WSNs was 

suggested by the author, governed to upper bounds on the maximum latency, 

also the energy consumed by intermediate nodes, and clusters size were 

discussed. Those limitations are important for the stability of the system and 

for prolonging its lifetime. In [69], an Energy-Efficient uneven Clustering is 

developed for multi hop sensor network. Simulation results prove that the 

uneven clustering mechanism balances the energy consumption well across all 

sensor nodes and reach to a clear enhancement on the network lifetime.  

In [70, 71] two protocols were developed in the case of heterogeneous 

sensor networks, authors denotes that nodes with high initial energy will be 

chosen as CHs. While in [72, 73, and 74] authors were suggested that any node 

in the network can be chosen as a CH but with some restrictions. According to 
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the Stable Election Protocol (SEP) [72] allows weighted probability for each 

node to becomes a CH. While according to DEEC [73] available energy of the 

node is considered to be choosing as CH. LEACH [37], TEEN [75], DEEC 

[73] and PEGASIS [46] are distinctive routing techniques for wireless sensor 

networks. Primary process of choosing a CH was given by LEACH and that is 

also improved by SEP and DEEC. The main advantage of TEEN [75] that it 

was introduced the concept of thresholds that gives well results in network 

lifetime and the energy consumption. These thresholds can be applied in any 

routing protocol to enhance its performance according to their applications. 

Depending on theses protocols (LEACH, SEP and DEEC) many protocols are 

proposed. According to protocol Q-LEACH [76] network lifetime of 

homogeneous wireless sensor network was optimized. In [77] protocol gives a 

specific comparison analysis on distinct variants of LEACH as A-LEACH, S-

LEACH and M-LEACH in terms of energy efficiency, lifetimes and their 

applications. In [78] a big exciting comparison analysis between LEACH, 

Multi-level Hierarchy LEACH and Multi-hop LEACH is assumed. Authors of 

[79] improve SEP in terms of heterogeneity. They develop a model that gives 

three level heterogeneity. Whereas [80] gives a new protocol that works better 

than SEP in terms of network stability and life time having two level 

heterogeneity. T.N. Qureshi et.al [81] modified DEEC protocol in terms of 

network stability, throughput as well as network life time. 

 

1.4   Contributions 

 

Generally, we have many ways to minimize energy and prolong the lifetime 

in WSNs; we will mention some of them: 

 The way which sensor nodes are been deployed. 

  Selection of CH with the best of energy efficient. 

 Energy Efficient Scheduling. 

 Using efficient ways for data aggregation. 

 Design of energy efficient routing protocols. 

Energy efficient routing for WSNs is a significant research topic and 

maximization of lifetime plays a major part on many networks. In this thesis, 
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we want study and develop routing protocols for WSNs by study their effect 

on energy consumption, network lifetime in addition to the packet received to 

the BS (throughput). We propose a new energy routing algorithms for WSNs 

which can assign the transmission manner, the optimal number of cluster 

heads as well as fit cooperative nodes while multi-hop routing process under 

practical sensor networks. While the selection of next hop node, the factor of 

optimal hop number is handled as main problem rather than other factors as 

maximal residual energy, shortest path or minimum cost function. We find the 

optimal number of cluster head nodes by solving an optimization problem of 

minimizing the total energy consumption during single and multi-hop routing 

cases under limitation conditions. 

The contributions in this thesis lie in the following aspects: 

 

 We specify the transmission manner under the cooperative methods in 

WSNs, for example sending data from source to relay and to the BS. 

 We take into account both residual energy and the channel state 

information in the selection process of Cluster Heads (CHs) 

 We find the optimal number of nodes under both one dimensional 

practical sensor network environment and hardware circuit 

parameters. 

 We propose and evaluate a new distributed energy-efficient clustering 

scheme for heterogeneous wireless sensor network with new 

cooperative protocol. 

 Our effort has been done to propose a protocol in heterogeneous 

environment in which the randomized selection of clusters is tried to 

be centralized and to avoid the redundancy cluster heads tried to keep 

well separated with the region. Unlike other protocols, cluster heads 

are chosen based on their residual energies, distance and the optimal 

number of cluster head which results in better distributions of cluster 

heads within the region. 

 We make a lot of theoretical and experimental simulations to confirm 

the performance of our proposed energy routing algorithms. 
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1.5   Structure of the Thesis   

This thesis is structured as follows:  Chapter 2 presents the background 

material underlying the work presented in the reminder of the thesis. The 

original research presented in Chapters 3-6.  In chapter 3, is considered with  

a new clustering-based energy-efficient (EE) protocol for single-hop, 

heterogeneous WSNs. CHs are selected by using weighted probabilities. 

These weighted probabilities are evaluated based on the ratio between residual 

energy and the best channel of each node and average energy of the network. 

Chapter 4 investigates the problem of optimality energy efficient transmit 

power allocation for the cooperative scheme, the CHs are selected based on 

the following parameters: energy remaining in the nodes (minimum residual 

energy) and channel state information. The node that offers the highest 

channel gain and minimum residual energy is selected to be CH (source), and 

then the node that offers the next highest channel gain and next highest 

minimum residual energy is selected to be relay in each cluster. By making 

use of the above parameters, the lifetime of the entire WSN was enhanced.   

Chapter 5 presents the improvement in selection of cluster head, residual 

energy, distance, heterogeneous and optimal number of cluster head 

parameters are  incorporated in the determination of single- hop routing paths 

between CHs and the BS to balance the load among CHs. We propose and 

evaluate a new distributed energy-efficient clustering scheme for 

heterogeneous wireless sensor network with new cost function protocol by 

modifying the selection of cluster head. Simulation results show that proposed 

protocol consumes less energy and performs better as compared to others 

 In Chapter 6, we propose a multi-hop protocol for wireless personal area 

networks. In particular, both distance and residual energy taken into 

consideration to select the primary node or forwarder.  The cost function 

selects a parent node which has high residual energy and minimum distance to 

the base station. We a comparison of energy consumption of Bluetooth Low 

Energy (BLE), ZigBee and ANT protocols in which a specific range and low 

power wireless sensor node periodically sends a data packet to the base 

station. 
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Chapter 7  concludes the thesis by summarizing research presented in the 

previous chapters , highlighting key analysis results, and suggestion future 

research directions. 
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2. SENSOR NETWORK 

2.1   Main Aspects of Wireless Sensor Networks 

 

In this section we will define important related to our study : 

Lifetime: Sensor nodes are battery driven so they work with a limited energy 

resource. In dense  sensor networks,  it may not be possible to change batteries 

of sensors when a sensor dies. Practically, in many applications it is necessary 

to supply assurances that a network with uncontrollable wireless sensors 

should keep working without any changes for several years. For example, in 

large and unreachable fields, such as the deepest zones of the Atlantic Ocean, 

sensors can be spread in order to form a large-dense sensor network to sense 

seismic waves, temperature or other parameters. In this type of scenarios, 

changing  the battery of a sensor node would be highly expensive and difficult.  

So protocols prolong the lifetime of sensor networks are utmost important. 

Deployment: The networks are deployed by taking into account two aspects.  

Size of the area to be covered and connectivity [82] . Both define the stability 

of having always a path between every couple of nodes. The sensor nodes can 

be easily controlled if the deployment is performed with careful hand 

placement of network nodes. This technique is called structured deployment 

approach. Another technique is known as randomized deployment scheme that 

can be used in applications where, for example, the aircraft drops the nodes.  

Another aspects of the deployment is the heterogeneity or homogeneity of the 

deployment. Some applications need  nodes with different performance 

entered  due to the characteristics of the network topology. In a single-hop 

topology, for example the sink or the base station has a higher traffic load than 

the sensing nodes. Therefore, the sink node must be better equipped in order to 

achieve assigned duties. 

Self-configuration: The wireless sensor networks contain sensor nodes. These 

nodes configure synchronize, regulate and localize themselves, at their own 

network topology, also sensor nodes have to coordinate the communication 

between CH and CH member nodes and the communication between CH and 

BS. Nodes can define other significant operating parameters [82]. Sometimes 

they need to adapt themselves to the environmental circumstances and 

unforeseen conditions in order to keep the performance contracted and have a 
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powerful network. It is common in wireless sensor networks that topology of 

the network changes after the deployment due to the changes in sensor nodes 

location, position, reachability, the remained energy, and device failure or 

energy consumption [83]. 

Since the above-mentioned arguments and to avoid collisions in the network,  

a lot of routing protocols providing auto-management schemes are adapted in 

the wireless sensor network environments. Some of these protocols replace the 

dropped nodes and other aspects. Some of these protocols are described in the 

thesis. 

Figure 2.1 depicts a typical sensor network. In general, sensor nodes are 

deployed randomly (e.g., they are dropped from an airplane) in an 

environment and these nodes take a “snapshot” of their surrounding 

environment like  light, temperature, humidity, sound or motion detection  

information. After that, this information is further gathered and then sent to the 

BS through direct transmission (single-hop) or multi-hop transmission. Finally 

analyzing the collected information from sensors, the BS takes decisions and 

makes reasonable deduction or prediction about the event, according to these 

decisions the BS may change some parameters in the sensor network. 

 

 

 

Figure 2.1.  A typical sensor network [84] 
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2.2   Application of WSNs 

 

Even though, the wireless sensor networks are first suggested, used and 

supported by U.S. Military Department; they have many applications [85-92]. 

As presented below: 

 Military observation: in a battle field, there is no rigid infrastructure 

and sensor nodes can be stationed in a self-organized manner to gather 

dynamic information like sniper's position, solder and tank's 

movement etc. 

 Agriculture and industry monitoring. 

 Healthcare: Small sensor devices are attached to a person to measure 

his/her physical condition like EEG (electroencephalogram), heart and 

pulse rate etc. Some high level information like a person’s gesture, 

motion and feeling can also be inferred or used through WSNs. Body 

area sensor networks cam provide a different way of treatment and 

care for the disabled or old people. 

 Other applications: in the wireless personal area networks (WPANs), 

the pressure sensors can be used to monitor the level of stress in a 

building so as to avoid the building from collapsing [85]. WSNs can 

also be used to monitor the traffic on the motor way and provide 

traffic control so as to enhance transportation quality. 

 

2.3   Sensor Node Architecture 

Figure 2.2 depicts the sensor node architecture on a sensor board [93, 99]. 

Each sensor has four basic components, namely: sensing unit, processing unit, 

transmission unit and power unit.  

Sensor node architecture has two further elements position finding system and 

mobilizer. Unfortunately each sensor has limited resource in terms of energy, 

bandwidth, processing and memory capabilities which bring research 

challenges in routing, localization etc. 
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Figure 2.2.  Sensor Node Architecture  [99] 

 

 Sensing unit: this part of the sensor node architecture comprises of two 

sub-units: sensor and ADC (Analog-to-Digital Converter) units. Since 

the observed information is usually an analogous signal, it needs to be 

transformed into digital signal for processing with purposes. 

 Processing unit:  The processor and the storage units are the two sub-

units which comprises the processing units. When we are choosing this 

part of sensor node, we should take into consideration many factors 

like power consumption, available memory etc. The type and the size 

of information to be stored, processed and buffered for transmission is 

dependent on the memory so the memory is an important part in this 

unit. 

 Transmission unit (transceiver): the transceiver is the most power 

greedy component on a sensor board. It is well known that to transmit 

one bit message over 100 meters consumes about 1000 times energy 

than to process the message. To minimize energy consumption, other 

technologies such as coding,  data fusion and wake-up techniques need 

to be adopted to reduce the length of a message or in general to reduce 
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the energy consumption in this unit and in the network. [100,  and 

101]. 

 Power unit: Any electronic device needs a power unit to supply energy 

to all components on board for each sensor node is the energy 

consumption or conservation, since the battery cannot re-charged easily 

once they are deployed, in  WSNs  two AA batteries are used, so our 

attention is focusing to minimize energy. 

 Two further components: The position finding system and mobilizer 

are the two furthers components. In most cases, WSNs use a position 

finding system (like GPS device), the location of each node and the 

location of other nodes respect to each other or to the BS are known, 

when this information of hard they can change their power level based 

on the relative distance. With this way, large amount of energy can be 

saved. Moreover, the static sensor node can become mobile if it is 

supplied with mobilizer. If the BS is supplied with mobilizer,  the 

whole network lifetime can be prolonged since the load in the 

network may be balanced. 

 

2.4   Challenges of Sensor Networks  

The power management issue is the main challenge in WSNs. Generally 

sensor node has limited energy; the main goal is to used this energy 

intelligently so that a WSN has longer lifetime. Clustering [102-105] is one of 

the successful techniques to improve the lifetime of a WSN. In this approach, a 

network field is divided into sub regions, called clusters. Each cluster has a 

Cluster Head (CH) which is responsible for collecting data from member 

nodes within its cluster and transmitting the data to the Base Station (BS). 

However, this method comes with some problems such as deciding the number 

of clusters and CH to member ratio, selection and rotation process of CH(s). 

Two types of networks exist in the literature: homogenous and heterogeneous. 

If all sensor nodes in the network have equal energy, these networks are called 

homogeneous networks. On the other hand, if some nodes in the network have 

different energies, these networks are called heterogeneous networks. 

Heterogeneous networks can be constructed by adding more nodes. These 
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newly added nodes will be equipped with more energy than nodes that are 

already in use which will cause heterogeneity in the network. The 

communications between elements on a network, that is, from CH to  CH 

members and from CH to BS are governed by protocols. These protocols 

should be designed to achieve minimum fault tolerance in the presence of 

individual node failure(s) and to achieve minimum energy consumption. 

Moreover, since the limited wireless channel bandwidth is shared among all 

sensors in the network, routing protocols should be able to perform a local 

collaboration to reduce bandwidth requirements.  

2.5   The LEACH Protocol Architecture 

 LEACH (Low-Energy Adaptive Clustering Hierarchy) is proposed in [33], 

[106].  The main feature of this protocol is minimized the energy consumption 

in a sensor networks by using clustering techniques. From the results, it is 

shown that LEACH outperforms classical clustering algorithms since it uses 

adaptive(dynamic) clusters, rotates CHs, and allows energy requirements of 

the system to be distributed among all sensors in the network. But one of the 

main drawback of this protocol is when a CH dies in LEACH that cluster will 

become useless since data gathered at the CH will never reach to the base 

station.  

Wireless sensor networks are spatially distributed autonomous system of 

sensor networks that are deployed for environment, health monitoring, military 

surveillance, etc. they consist of several wireless sensors that collect 

information from their soundings and route it to the base station. One of the 

primary restrictive factors that affect the performance of WSNs is limited 

energy of sensors. Consideration of life time of networks becomes essential for 

any deployment strategy because a sensor network can remain effective as 

long as it is a live [33]. In the mathematical model which was proposed in 

[33], total energy consumption in the sensor network is calculated against the 

transmission of only one frame. In the mathematical model which was 

suggested in [107] total energy consumption in the sensor network is 

calculated during a single round. Energy consumption during a single round or 

a frame transmission does not represent the practical true energy consumption 
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of the sensor nodes in their life time. The long run or expected rate of energy 

consumption truly reflects the energy consumption of the sensor nodes in their 

life times as the life time is inversely related to the long run rate of energy 

consumption. From the previous literature, none of the mathematical models 

[33] and [107] has computed long run rate of energy consumption by the 

sensor nodes, which made them incomplete and not useful. Therefore, it is 

necessary to derive a mathematical model based on long run rate of energy 

consumption in the sensor nodes in order to make it complete and useful to 

complete the parameters, such as the percentage of cluster head, optimal 

number of hops.  Inefficiencies in the selection of optimal number of cluster 

heads in existing schemes [108] and [109] are analyzed. 

2.5.1   LEACH Algorithm Details 

The operation of LEACH  is working as follow : the sensor nodes organize 

themselves into clusters, one of them acting as cluster head (CH). Non-cluster 

head sensor nodes transmit their information to the CH, while the CH node 

receives the information from all the cluster members, perform signal 

processing function on the information, then this CH node transmits 

information to the BS. CH node is much more energy than other sensor nodes. 

If CHs were chosen a priori and fixed throughout the system lifetime, these 

sensor nodes would use up their limited energy. Once the CH runs out of 

energy, it will be useless, then all node members that belong to the cluster lose 

communication ability. According to the above-mentioned, the LEACH 

protocol incorporates randomized rotation of the high energy CH position 

among the nodes to avoid draining the battery of any nodes in the network.  

The operation of LEACH  is broken up into rounds, where each round begins 

with a set-up phase, when the clusters are organized, followed by a steady-

state when data are transferred from the sensor nodes to the CH and on the BS. 

The following section describe the cluster head selection and distributed 

cluster formation algorithms and the steady-state operation of LEACH.     

2.5.1.1   Advertisement Phase    

Initially, when clusters are being created, each node decides whether or not be 

become a CH for the current round. This decision is based on the suggested 

percentage of the CHs for the network and the number of times the node has been 
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a CH so far.  Let r represent the number of rounds to be a CH for the node s. each 

node select itself as a CH once every 1/r p  rounds.  It is noticed that at the start 

of first round all nodes in both regions has equal energy level and has equal 

opportunity  to become CH.  In each round, the node is selected to be CH on the 

basis of reaming energy and with probability p.    

A node can become CH only once in an epoch and the nodes not selected as CH in 

the current round feel right to the set G. The probability of a node to select as CH 

increases in each round. It is required to support balanced number of CHs. At the 

start of each round, a node s belongs to set G and self-governing select a random 

number between 0 to 1. If the created  random number for node s is less than a 

specific threshold T(s) value then the node becomes CH in the current round. 

The threshold value can be found as: 

 
1

1 *( mod (2.1)

0

p
if s G

p rT s
p

otherwise



  
  

 


 

 

Where p = the desired percentage of CHs (e.g., p = 0.05),  r = the current round, G 

= set of nodes not selected as CH in current round. In this way CHs selection have 

been completed, next step starts and CHs declare their work to all nodes in the 

network. CHs broadcast a control packet using a CSMA MAC protocol. 

According to the received control packet from CH, each node sends acknowledge 

packet. Node, who finds nearest CH, decides to be one of the members of that CH. 

 

2.5.1.2   Cluster Set-Up Phase 

After each sensor node has decided  to which cluster it belongs, this node should 

inform the CH node that it will be one of the member of the cluster. Every node in 

the network transmits this information back to the CH again using CSMA MAC 

protocol. During this phase, all CH nodes should keep their receiver on. 

 

2.5.1.3   Schedule Creation  

The CH  node receives all the messages for sensor nodes that would like to be 

included in the cluster. Based on the number of nodes in the cluster, the CH node 
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creates a TDMA  schedule telling each node when it can transmit. This schedule  

is broadcast back to the nodes in the cluster. 

2.5.1.4   Data Transmission     

This phase  begins after the clusters are created and the TDMA schedule is fixed. 

Sensor nodes send data during their allocated time to the CH. If the radio of every 

non-cluster head node can be turned off until the nodes allocated transmission time  

then this transmission uses minimum energy dissipation in these nodes. While the 

CH node should keep its receiver on to receive the data from all nodes in the 

cluster. Once all sensor nodes send data and  data has been received, the CH node 

performs signal processing functions and aggregate the data, this data is sent to the 

base station.  During this phase high energy transmission is used, since the BS is 

far away. This is also called steady state operation, after a certain time, the next 

round begins with each node determining if it should be a CH  for this round and 

advertising this information as described in section 2.5.1.1. A flowchart of 

schematic diagram  for implementation of LEACH is shown in Fig. 2.3. 
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Figure 2.3. Flowchart of  LEACH Protocol   
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3.  A NEW ENERGY EFFICIENT CLUSTERING PROTOCOL USING CSI 

AND RE IN WIRELESS SENSOR NETWORKS 

 

3.1   Motivation 

 

In this study, we assume that the BS is not energy limited, the dimensions of the 

field and the coordinates of the BS are known. We propose a new clustering-based 

energy-efficient (EE) protocol for single-hop, heterogeneous WSNs. In EE-

Heterogeneous LEACH, CHs are selected by using weighted probabilities. These 

weighted probabilities are evaluated based on the ratio between residual energy 

and the best channel of each node and average energy of the network. The rotating 

epoch (time interval) for each node is different according to its initial and residual 

energy. Nodes with high initial and residual energy will be more likely to become 

CHs per round per epoch.  CHs collect data from member nodes in their respective 

clusters, aggregate the received data and send it to the BS using single-hop 

communication.  Simulation results show that the proposed protocol extends 

network lifetime and improves energy consumption compared to other well-known 

protocols including LEACH, DEEC, and SEP. 

 

3.2   Network Model   

It is known that the electromagnet wave  propogation  in a wireless  channel can be 

modeled as a drop  power low function of the distance  between the transmitter 

and receiver.  In addition, if there is no direct, line of sight  path between the 

transmitter and receiver, the electromagnetic wave will   bounce off  objects in the 

envirenment  and arrive at the receiver from different paths at different times ( two 

round ground)  this cause multipath fading.  

The distance between the transmitter and receiver is important,  if the distance 

between  the transmitter and receiver  is less than  a certain thresold distance (d0), 

the Friss free space model is used, and if the distance is greater than d0 , the 

multipath fading propogation model is used. The threshold distance is  defined as 

follows: 

0

4 t rLh h
d






                                                                                                       (3.1)
 

Where  
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1L  is the system loss factor  not related to propagation, 

rh is the height of the receiving the antenna above ground, 

th is the height of the transmitting the antenna above the ground, and 

 is the wavelength  of the carrier signal. 

If the distance is less than d0, the transmit power is attenuated according to the 

Friss free apace equation as follows: 

 

2

2
( )

4

t t r

r

PG G
P d

d L




                                                                                                     (3.2)   

Where  

( )rP d is the receive power given  a transmitter- receiver separation of d,  

P t   is the transmitter power, 

tG is the gain of transmitter antenna,  

rG is the gain of receiving antenna, 

 is the wavelength of the carrier signal, 

d  is the distance between the transmitter and  the receiver, and    

1L  is the system loss factor  not related to propagation, 

This equation models the attenuation when the transmitter and receiver have 

direct, line of sight communication, which will only occur if the transmitter and 

the receiver   are close to each other (i.e.,  0d d  ). If the distance is greater than 

d0, the transmit power is attenuated according to the multipath propagation 

equation as follows: 

2 2

4
( ) t t r t r

r

PG G h h
P d

d


                                                                                                (3.3)  
 

Where  

( )rP d is the receive power given  a transmitter  receiver separation of d,  

P t   is the transmitter power,  

tG is the gain of transmitter antenna,  

rG is the gain of receiving antenna, 

rh is the height of the receiving the antenna above ground, 

th is the height of the transmitting the antenna above the ground, and 

d is the distance between the transmitter and the receiver. 
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We can conclude that, the received signal comes from both the direct path and a 

ground  reflection path. Generally, if we have one path destructive interference 

will happened to the arrived signal, and then the signal is attenuated as d
4
. 

In this dissertation,  we assume that an Omni directional antenna was used with the 

following parameters:   tG = rG  = 1,  th = rh  = 1.5,  (L=1)  no loss system, f = 914 

MHz , and   = 0.328 m. using these values, d0 = 86.2 m.    

In this study, we use a radio energy dissipation model given in Figure 3.1. Here, L 

bit data packets are transmitted to a receiver (Rx) located at a distance d from the 

transmitter (Tx). Eelec is the amount of energy needed in Tx or Rx hardware to 

send or receive data. Because there is path loss and multipath fading phenomena 

happened in wireless channels, Tx is supplied with an amplifier. The amplifier has 

a gain of εLd  where  denotes the path loss exponent. It is noticed that the value 

of the path loss exponent is between 2 and 4 in general. 

 

                                                                        d 

 

                                 ETX(L,d)                                               ERX(L)                                                             

 

 

 

 

 

               EelecL                   𝜀Ld
α                                                                    
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                                          Figure 3.1.Radio Energy Dissipation Model. 

 

We need the following energy to transmit L-bit message to a distance d: 
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(3.4) 

where fs  is the amplifier energy per bit per square meter (m
2
) when free space 

model is used for the channel and mp  is the amplifier energy per bit per m
4
 when 

multipath propagation model is used.  

For the experiments described in this dissertation, we set the energy dissipated per 

bit in the transceiver electronics to be Eelec = 50  nJ/bit  for  a 1 Mbps transceiver.  

This means that the radio electronics dissipates 50 m W when in operation.  
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Tx 
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cs 
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The threshold distance d0 in (1) is given by  

 

0

fs

mp

d





                                                                                                           (3.5)  

and  it is value is set to  86.2 m in this study. Similarly, at the Rx side:  

Rx elecE LE
                                                                                              

(3.6) 

When we design protocols in WSNs, these protocols should try to minimize not 

only the transmit distances but also the number of transmit and receive operations 

for each message because transmitting a message is consumed a lot of energy in 

wireless channels. 

The parameters 
fs  and 

mp normally depend on the required received sensitivity 

and the receiver noise figure,  to make the power at the receiver   above a certain 

threshold, transmit power needs to be adjusted, Pr-th . To determine the minimum 

transmit power, we can start from the backwards. If the radio bit rate is Rb,  the 

transmit power,  Pt is given by: 

 1,t TX amp bP E d R
                                                                                                  (3.7) 

 

Put the value of  1,TX ampE d  gives: 

2

0

4

0

fs b

t

mp b

R d d d
P

R d d d





 
 

                                                                                    (3.8)  

If we using the channel model described in the previous, the received power is: 

 

2

02

2 2

0

4

fs b t r

r

mp b t r t r

R G G
d d
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R G G h h d d

 


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
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 




                                                                       (3.9)                                              

The parameters
fs and

mp can be determined by setting equation (3.9) equal to  

Pr-th: 

 
2

2

4r th

fs

b t r

P

R G G









                                                                                                  
(3.10) 
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2 2

r th

mp

b t r t r

P

R G G h h
 

                                                                                              
(3.11)  

Because of the transmit power is the function of both the received power and the 

distance between the transmitter and receiver, so we can write the Pt as: 

2

0

4

0

r th

t

r th

P d d d
P

P d d d









 
 

                                                                    (3.12) 

 

Where      
 

2

2

4

t rG G





    and    

2 2

1

t r t rG G h h
   

 Finally, we can determine the receiver threshold r thP   using estimates for the noise 

at receiver.  

In this dissertation the value of r thP   will be used -52 dBm, therefore the received 

power must be at least -52 dBm or 6.3 nW for successful reception of the packet. 

put the values that will be used in this study ( t rG G = 1, t rh h = 1.5 m,   =0.328 

m and Rb = 1 Mbps ) into equations (3.10), (3.11)  gives: 

fs = 10 pJ/bit/m
2
, 

mp = 0.0013 pJ/bit/m
4
 

These are the radio energy parameters will be used for the simulation described in 

this thesis. 

3.3   Proposed  Protocol   

 

Our proposed protocol has two phases like LEACH, setup phase and steady phase.  

During the setup phase, the BS broadcasts a message at a particular power 

including its identification information. This message makes each node know the 

location of the BS. The BS makes a decision about the number of and optimal size 

of clusters according as the size of a network area and density of nodes.  The BS 

then transmits control packets to each node telling about which protocol is to be 

used. These control packets are formed from all essential information required for 

steady state working of the protocol including threshold energy value for a CH 

change, using TDMA slots for intra-cluster communication, CDMA code for 

communication with the BS along with node identities makes each node knows 
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location the other members of its cluster, current round CH, and CH rotation 

sequence, most protocol uses sleep and wake-up techniques to reduce collision and 

to save energy in the network. The least amount of energy to have for a CH node 

is called threshold energy. 

 While the steady phase works as follows:  non-CH nodes collect data and transmit 

to its CH (inter-cluster communication). At the same time, each CH sends data to 

the BS (intra-cluster communication). When each round is finished, a CH inspects 

its remaining energy to see if it is arrived to the threshold value (Eth) for a CH 

change. If so, it creates a beep signal and permits its cluster members know a CH 

is about to change. Subsequently, it acts same a non-CH node, i.e., it gathers data 

and sends to the new CH. The process of CH rotation progress until each node 

within the cluster becomes a chance to be a CH. After the last node is arrived to 

the threshold value, the algorithm starts over and runs the same CH schedule.  

In short, 

 The BS is fixed and located far from sensor nodes. 

 In the network, all sensor nodes are uniformly distributed over a square 

field.  

  After the deployment of sensor nodes and the BS are left unattended. 

 Heterogeneous nodes in terms of energy are used in the network. 

 sensor nodes are the same of importance’s. 

  The battery of the BS is rechargeable.  

 It is known that LEACH is are cursive algorithm and each iteration in the 

algorithm is called a 'round'. The round r is referred to a time interval where all 

cluster members send to the CH. In LEACH, when the setup phase is working, 

each node creates a random number between 0 and 1. If this random number is less 

than a certain value, known as threshold value T(s), then the node becomes a CH 

for that round. The threshold value is selected as: 
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                                                  (3.13)  

 

 

where optp is the desired percentage of CHs among all nodes, r is the current round 

number, G is a set of sensor nodes that have not been chosen as CHs in the last 

1

optp

 
  
 

rounds, and s is the current CH node. 

 From literature it is noticed that most energy-efficient schemes intent to minimize 

the average wasted energy
wE . To this affect, they only take into account the 

residual energy.  On the other hand, other energy-efficient schemes focus on 

minimizing the average transmission energy 
TxE  and take into account the CSI. It 

is a well-known fact that network lifetime depends on both the average wasted 

energy
wE and the average transmission energy .TxE  Since the ultimate goal is to 

maximize the network lifetime and to increase the stability period, we  need to 

balance the both schemes. In this study, we consider the case where the CSI is 

available.  

 

The received signal at the BS due to the CH i is:  

( ) ( ) ( ) ( )iBS i iBS i iBSy n Ph n x n n                                                                    (3.14)                     

where 
iP  is the transmission power of the CH node i, ( )

iBS
h n  is the channel gain 

between the CH node i and the BS (circularly-symmetric Gaussian random 

variable with zero mean and variance 2

iBS ), and ( )ix n  is the M-PSK modulated 

transmitted signal (M=2
k
 with k positive integer) with unit average power, and 

( )iBS n is an additive noise term, circularly-symmetric Gaussian random variable 

with zero mean. The variance of ( )
iBS

h n is given by 

2

iBS iBSD                                                                                                      (3.15)  
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where 
iBSD  is the distance between CH node i and the BS,   is the path loss 

exponent, and   is a constant whose value depends on the propagation 

environment [110].     

We propose a new threshold value T(s), an improvement to (3.13), as follows: 

( )
1

1 mod

opt MRE bestchannel

av

opt

opt

p E E
T s

E
p r

p



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   
    

      
  

                                 (3.16) 

where 
MREE denotes the maximum of minimum residual energies, 

bestchannelE  is the 

largest variance (or, energy) of channel gains 2

iBS , and 
avE  is the average energy 

of the network.  

The average energy
avE  of the network at the rth round is given by   

 
1

1av

r
E r E

N R

 
  

 
                                                                                      (3.17)    

where R is the lifetime of the network, it is noticed that it assumes that every node 

consumes the same amount of energy in each round.  We assume also all nodes die 

at the same time; hence, R is the total number of rounds in which the network is 

alive.  Let 
roundE  denote the energy consumed by the WSN in each round. Then R 

is given by 

total

round

E
R

E
                                                                                              (3.18)        

In this study, we consider a WSN that uses a single-hop communication. An 

illustrative example of a single-hop communication with four clusters is depicted 

in Figure 3.2 where each non-CH node communicates directly (single-hop) with 

its CH and each CH communicates directly with the BS. 
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Figure 3.2.  Single-hop communication with four clusters 

 

 The BS is responsible for the data retrieval operation, the BS broadcasts the 

request to send (RTS) message to activate sensor nodes. CHs are enabled and data 

packets are transmitted to the BS through the wireless channel.  Only sensor nodes 

that have received RTS will deal for the data channel by using the non-cooperative 

schemes as presented in [110]. At any time instant, only one CH occupies the 

channel to transmit a data packet to the BS. When one transmission is being 

activated, other CH nodes are in a sleeping mode in the network.  

 

The average BER performance for a non-cooperative node with M-PSK 

modulation is upper-bounded by [111]: 

0

2

2logi iBS
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bP M
                                                                            (3.19) 

where N0 is the power spectral density of the additive noise term
iBS , A and b are 

defined as  
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If the average BER is needed to be less than or equal to a given value , that is,

iBSBER  , the minimum transmission power is: 

0
min 2

2logiBS

AN
P

b M
 .                                                                                        (3.21)  
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Thus  min max,iP P P , where 
maxP denotes the maximum transmission power.  

 

3.4   SIMULATION RESULTS 

 

The performance of the proposed clustering-based protocol is evaluated using 

MATLAB both for homogeneous and heterogeneous networks. In the network, 

100 nodes are randomly deployed in a 100m x 100m region where the BS is 

located at the center as illustrated in Figure 3.3. 

 

 

                    Figure 3.3.An illustration of the network 

The performance evaluation of the proposed network is done with respect to the 

following parameters:   

Stability period: The time interval between the start of the network operation and 

the death of the first sensor node also known as stable region. 

Instability period: The time interval between the death of the first sensor node 

and of the last sensor node. 

Network lifetime: The time interval between the start of the network operation 

and the death of the last sensor node. 

Number of alive nodes: The number of sensor nodes that have not yet depleted 

their energy. 

Number of dead nodes: The number of sensor nodes that have consumed all of 

their energy and are not able to do any kind of functionality. 

Throughput: The rate of data sent from cluster heads to the base station. 
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The proposed  algorithm is compared with LEACH, DEEC, and SEP in terms of 

dead and alive nodes per round, energy consumption of the network, and overall 

throughput. The total number of rounds used in our experiments is 8000. 

 

Case I:   Homogeneous Networks 

Network model parameters are summarized in Table 3.1. 

                         Table 3.1.Network model parameters 

Parameter 

name 

Value 

E0  0.5   J 

Packet size 4000 bits 

Eelec 50 nJ/bit 

Etx  = Erx 50 nJ/bit 

Efs 10 pJ/bits/m
2
 

Emp 0.0013 pJ/bits/m
2
 

EDA 5 nJ 

Fc 1 GH 

N0 -40 dBm 

BER 10
-3

 

  1 

  2 

maxP  0.2 

Data rate R 10
4 

Modulation type BPSK 

cE  42x10  

csE  

 

42x10  

 

esE  410  
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Figure 3.4.shows the number of dead nodes per round indicating stability time of 

the networks. The death of the first node occurs at the round 1270 in the proposed 

protocol whereas the death of the first node occurs at rounds 984, 1140, and 912 in 

LEACH, DEEC, and SEP, respectively.  The death of the last node occurs at the 

round 2529 in the proposed protocol whereas the death of the last node occurs at 

rounds 1450, 1554, and 2115 in LEACH, DEEC and SEP, respectively. Hence, the 

proposed protocol has better stability time and network lifetime as compared to the 

other networks.  

 

Figure 3.4.  Number of dead nodes per round 

The proposed protocol has also better energy comsumption and higher throughput 

than the other protocols considered which can be seen from the Figure 3.5 and 

Figure 3.6. Initial energy E0 of the network is consumed at the round 2100 in the 

proposed protocol whereas the initial energy E0 of the network is consumed at 

rounds 1100, 1200 and 1300 in LEACH, DEEC and SEP, respectively (Figure 

3.5). Similarly, Figure 3.6 shows the superiority of the proposed algorithm in 

terms of the throughput thanks to the wiser selection of CHs. 
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Figure 3.5.  Energy consumption 

Figure 3.6. Throughput 

 

Case II:   Heterogeneous Networks 

 

Here all nodes have different amount of initial energies. The initial energies are 

uniformly distributed on [0.5, 1] resulting the average initial energy of 0.75 J. 

Several experiments are conducted, the average stability periods are calculated, 

and the results are shown in Figures 3.7, 3.8 and 3.9. The results show that on the 

average the proposed algorithm has 1.62 to 1.89 times better stability period 

compared to other protocols considered. Figure 3.7 shows the number of dead 

nodes per round indicating stability time of the networks. The death of the first 

node occurs at the round 1894 in the proposed protocol whereas the death of the 

first node occurs at rounds 1036, 1322, and 1243 in LEACH, DEEC, and SEP, 

respectively. Hence, the proposed protocol has better stability time and network 

lifetime as compared to the other networks. The proposed protocol has also better 
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energy comsumption and higher throughput than the other protocols considered 

which can be seen from the Figure 3.8 and Figure 3.9. 

 

 

                                   Figure 3.7. Number of dead nodes per round 

 

                                                                 Figure 3.8.  Energy consumption 

 

 

Figure 3.9.  Throughput 
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3.5 Results and Discussion  

 

This paper presents a new clustering-based protocol, EE-Heterogeneous LEACH, 

for WSNs. In the proposed protocol, nodes with different energy levels are 

considered causing heterogeneity in the network. Moreover, a single-hop 

transmission approach is adopted for intra-cluster and inter-cluster 

communication. We proposed an optimized routing scheme where the main focus 

is to enhance cluster head selection process. CHs are selected in each cluster on 

the basis of residual node energy and the best channel.  

From the conducted experiments, it is seen that: 

Stability period of the network is enhanced compared to the other protocols 

LEACH, DEEC, and SEP. Superior network lifetime is obtained for different 

scenarios. Last but not least, the throughput of the proposed protocol is 

significantly better than the other protocols considered. Thus, we claim that the 

proposed protocol has improved energy efficiency and effective in prolonging the 

network lifetime. 
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4.ENERGY EFFICIENT CLUSTERING PROTOCOL FOR  WIRELESS   

    SENSOR  NETWORKS USING  NEW COOPERATIVE PROTOCOL 

4.1  Motivation 

 

Most of previous studies in the network of a WSN employ non-cooperative 

transmissions. However, some studies have shown that  considerable  potential 

exists of cooperative transmission is used, conventionally most of the previous 

studies focus on improving physical layer performance by minimizing energy 

consumption of a network. In WSNs, on the other hand, many algorithms  recently 

proposed aim at increasing stability and lifetime of heterogeneous WSNs. An 

algorithm proposed for a specific network will not perform well for other types of 

networks.  A major challenge is how to provide efficient communication between 

sensor nodes to save energy. Cooperative communication and network clustering 

ideas have been shown to be effective to treat this challenge in WSNs. In the 

literature, most studies focus on the performance of the two schemes separately. In 

our study, we investigate the performance of a system that combines these ideas. 

Namely, we apply cooperative transmission to reduces energy consumption and 

decrease the differences of energy consumption among sensor nodes. To further 

balance energy consumption among sensor nodes, we apply clustering approach.  

In this study, we propose the source and relay which has not previously considered 

for broadcast cooperative networks. The CHs are selected based on the following 

parameters: remaining energy of the nodes (minimum residual energy) and 

channel state information. The node that offers the highest channel gain with the 

BS and minimum residual energy is selected to be a CH (source), and the node 

that offers the next highest channel gain and next highest minimum residual 

energy is selected to be a relay for each cluster. With this way, nodes with more 

residual energy, high channel gain are likely to be selected as CH (source) and 

relay, preventing the network die early and enhancing the lifetime of the WSN.  

We also evaluate this scheme in the following. Simulation results show the super 

performer of the proposed protocol. 

 

4.2   Network Model :  

In this study, we use a radio energy dissipation model given in Figure 3.1.  

4.3   Proposed Protocol  
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We define a new three threshold values T(s), an improvement to (3.14) as follows: 

 

,
1

1 mod( )

0 ,

i

i

i

P
if s G

P rT s
P

otherwise


   

   
  


                  (4.1) 
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p E
P

E
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 
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p E
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E
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(4.4)
opt coop

i

avg

p E
P

E


 


where  (4.2) defines RaEnegery protocol, (4.3) defines ReEnergy protocol, and 

both of them define the probabilities of non-cooperative cases, 
RaE  is the energy 

of a random node, 
ReE  is the minimum residual energy of node,  and (4.4) is the 

probability of cooperative nodes, coopE
 
is the cooperative energy and avgE  is the 

average energy of the network. The answer of how the source node s and relay 

node r are selected (cooperative mode) is be given as follows: specifically, these 

nodes are selected with respect to other maximal energies, these energies are 

called coopE    which takes into account both the best channel state and minimum 

residual energy information.  Flowchart of the proposed algorithm is shown in 

Figure 4.1. 

1. BS  need to initiate a data transmission process, it sends a Request To Send 

(RTS) packet. If it doesn’t receive the Clear To Send (CTS) packet in a 

certain time it will retransmit RTS. The network is considered dead when 

the maximum number of repetition  is reached. If the CTS packet is 

successfully received by BS, the repetition counter will be cleared. Then 

BS waits for the Helper ready To Send (HTS) packets  for a certain time. if 

HTS packet is received, then BS enters into cooperative mode, and 
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receives packets transmitted from source and relay nodes. Otherwise, it 

receives a data packet from  the source node in non-cooperative mode.   

                     Figure 4.1.  Flowchart of  the proposed algorithm    
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The two cooperative nodes (source and relay) are chosen as shown in 

Figure 4.2) 

Find  Ecoop by using (4.16) 
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Sensor nodes send sensed data to their respective CHs 
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CH establishes single-hop communication to the relay and BS 

r = r+1 

End  
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Figure 4.2. Flowchart illustrating actions of BS in cooperative mode. 
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2. All  sensor nodes in the network listen for RTS, CTS and HTS sent by BS, 

when the sensor node hears the RTS packet, it will estimate the variance of 

the channel (
2

sd ). 

3. After relay node is chosen (the node that offers the second highest channel 

gain and second highest minimum residual energy is selected to be a relay 

for each cluster) the channel variance between source and relay
2

sr  and 

the channel variance between relay and BS 
2

rd   are determined. The 

transmission power 
1P  and 

2P  are computed according to (4.13) appended  

the value 
1P   to the HTS  and send out. 

4. Source node waits for the HTS packet after transmitting the CTS packet. If 

it receives the HTS packet then the cooperative relationship between 

source and relay node is established. Otherwise source node sends data to 

the BS directly. 

 

All nodes in the network need to know the total energy initially. The average 

energy
avE  of the network at the rth round is given by   

 
1

1av

r
E r E

N R

 
  

 
                                                                                         (4.5)    

where R is the network lifetime, it is noticed that we assume that every node 

consumes the same amount of energy at each round (E). We further assume that all 

nodes die at the same time; hence, R is the number of rounds in which the network 

is alive.  Let 
roundE  denote the energy consumed by the WSN at each round. Then 

R is given by 

(4.6)total

round

E
R

E
  

 

Let signals received by the relay node and base station at time n be denoted as  

 sry n  and  sdy n , respectively. Signals received by the BS  rdy n  and  sdy n  

are combined via ( Maximum Ratio Combining)  MRC technique to yield y(n), 

received signal formula are given in the following: 

     1 ( )sr sr sry n P h n x n n                                                                        (4.7)            
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     1 ( )sd sd sdy n P h n x n n                                                           (4.8) 

     2 ( )rd rd rdy n P h n x n n                                                              (4.9) 

   1 0 2 0( / ) ( ) ( / ) ( )sd sd rd rdy n Ph N y n P h n N y n                            (4.10) 

 

where 
1P is the transmission power of the source node, and ( )x n is the transmitted 

symbol with unit average power.  ( )srh n  , ( )sdh n  and ( )rdh n  are channel gains of  

the source-relay, source-BS and relay-BS channels distributed according to CN (0, 

2

sr ), CN (0,
2

sd ) and CN (0,
2

rd ), respectively, here CN stands for Complex 

Gaussian (normal) and the instantaneous gains of different links are assumed to be 

mutually independent. 
2

sr  ,
2

sd  ,
 

2

rd  are variances of the channel gains, 
sr , 

sd  and 
rd  are additive noise terms modeled as CN (0,

0N ). If Cyclic 

Redundancy Check (CRC) code is appended to the end of data packets, the relay 

node and BS will know whether the decoded packet is received without error. 

When the relay node decodes the received packet correctly, 2 2P P , otherwise

2 0P  . If the channel gains remain constant in a time slot that happens for slow 

fading channels, then the subscript n can be omitted. In the following,  an optimal 

power allocation strategy that minimizes the total transmission power subject to 

Bit Error Rate (BER) constraint is derived at the base station. we assume that all 

channel links are available (
2 0sr  ,

2 0sd  ,
2 0rd  ). Note that the average 

BER performance for cooperative communication with M-PSK or M-QAM 

modulation is upper-bounded by [111] : 

 

2 2 2

0 0

2 2 2 2 2 2 2

1 2 1 2 2log log
coop

sd sr sd rd

A N BN
BER

b P M b PP M   
                                 (4.11) 

 M-PSK, values of b and A are as follows : 

3( 1) / 2 sin(2 / ) / 4 sin(4 / ) /32B M M M M       . 

If the average BER requirement is coopBER  , to determine the minimum value 

1P  and
2P , according to the BER upper bound in (4.11), 

1P  and 
2P must satisfy 

[112]: 
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2 2 2

0 0

2 2 2 2 2 2 2

1 2 1 2 2log logsd sr sd rd

A N BN

b P M b PP M


   
                                           (4.12) 

Then power 
2P  can be expressed in term of 

1P  as: 

2 2

0 1
2 1 2 2 2 2 2 2 2 2

1 2 0

( )
log

sr

sd sr rd rd

BN P
P f P

b P M A N



    
 


                                    (4.13) 

     = 1

2

1

P

CP D
 

Where  2 2 2 2

2 0log /sd rdC b M BN    and  
2 2 2/rd srD A B   . Minimizing the 

total transmission power of the source and relay nodes under the constraint of the 

maximum transmission power
maxP , the optimization problem can be formulated as 

[112]: 

 :

1 1

2 1

1 max 2 max

min ( )

. ( )

0 ,0

y P f P

s t P f P

P P P P

 



   

                                                                  (4.14) 

The minimum transmission power can be got by setting the derivative of the 

objective function to be 0, thus the value of 
1P  is derived, and 

2P  can be got 

through expression (4.14): 

   1 max 2 1 maxmin min
, , ( ) , (4.15)tP P P f P P

C
 

 

Where  2

1 2 1 8 1 / 2.t CP D D    
 

1 2

1 1 1

2 2 2

* (4.16)

*

*

coop coin coin

coin co pt es cs c
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b

coin co pt es cs c

E E E

E E P D E E E

packetsize
D

R

E E P D E E E



    


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Where 
1coE ,

2coE  are the most two energies in  each cluster takes both CSI and REI 

into account to prolong the network lifetime while meeting the average BER 

requirement,  ptD  it is the time of the power data, 
bR it is the data rate.
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4.4   SIMULATION RESULTS 

 

The proposed  algorithm is compared with LEACH and DEEC in terms of dead 

and alive nodes per round, energy consumption of the network, and overall 

throughput. The total number of rounds used in our experiments is 4000. 

Network model parameters are summarized in Table 4.1. 

Where cE  is the circuit energy of transmitting a data packet, c sE  is the energy 

consumption of a control packet at the transmitter, e sE  is the receiving and 

computing energy consumption of a data packet. 

We assume all nodes have different amount of initial energies. The initial energies 

are uniformly distributed on [0.5, 1] resulting the average initial energy of 0.75 J. 

Several experiments are conducted, the average stability periods are calculated, 

and the results are shown in  the following figures. 

 

                                                     Table 4.1. Network model parameters 

Parameter 

name 

Value 

E0 0.5   J 

Packet size 4000 bits 

Eelec 50 nJ/bit 

Etx  = Erx 50 nJ/bit 

Efs 10 pJ/bits/m
2
 

Emp 0.0013 pJ/bits/m
2
 

EDA 5 nJ 

Fc 1 GH 

N0 -40 dBm 

BER 10
-3

 

  1 

  2 

maxP  0.2 

Data rate Rb 10
4 
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Modulation type BPSK 

cE  42x10  

csE  

 

42x10  

 

esE  

 

410  

 

 

Figure 4.3 shows that our proposed protocol has greater stability time as 

compared to LEACH and DEE. The first node of our proposed protocol is 

dead after approximately 1867 rounds whereas the first node of LEACH 

and DEEC is dead after approximately 1059 and 1040 rounds respectively. 

The proposed protocol provides the better stability time  and overall 

network life time is longest than the others as shown in Figure 4. 3.  

 

Figure 4.3. Total number of live nodes in each round. 

Figure 4.4 shows that the throughput of proposed protocol is signifiantly 

greater as compared to LEACH and DEEC in stable and unstable regions. 

From this graph we see that our proposed protocol guarantees more pakets 

to the base station in comparison with LEACH  and DEEC. 

The throughput of proposed protocol is more than the other two protocols 

because  the efficiency  selection of cluster head.  

Figure 4.5 shows total remaining energy over time i.e, number of rounds. 

Here total initial energy is 75 J which decreases linearly up to around 2000 
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rounds for three protocols. Energy per round is more in our proposed 

protocol as compared to LEACH and DEEC. 

 

Figure 4.4.Comparative throughput. 

 

Figure 4.5.Total remaining energy over rounds. 

 

Figure 4.6 shows that our proposed protocol has greater stability time as 

compared to (RaEnergy)  energy of random selection  and (ReEnergy) 

residual energy.  The first node of our proposed protocol is dead after 

approimately 1853 rounds whereas the first node of random selection and 

residual energy  is dead after approximately  1196 and 1601 rounds 

respectively. The proposed protocol provides the better stability time  and 

overall network life time is the longest  the others.  

Figure 4.7 shows that the throughput of proposed protocol is signifiantly 

greater as compared to random selection and residual energy selection  in 

stable and unstable regions. From this graph we see that our proposed 
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protocol guarantees more pakets to the base station in comparison with  

random selection  and residual energy selection. 

The throughput of proposed protocol is more than the other two protocols 

because of the efficient number of cluster head selection.  

The proposed protocol reaches the threshold level of 75 joules  

approximately at 3000 rounds, while random selection and residual energy 

selection consumes 75 joules of energy in 2000 and 2700 rounds 

respectively. This show that our proposed is better energy consumption 

than the two protocols as shown in Figure 4.8 . 

 

Figure 4.6. Total number of live nodes in each round. 

 

Figure 4.7.Comparative throughput. 
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                             Figure 4.8.Network energy consumption per round. 

 

                                       Figure 4.9.Totalnumber of live nodes in each round. 

 

                               Figure 4.10.Total number of dead nodes in each round. 
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                                                     Figure 4.11.Comparative throughput. 

 

                                                   Figure 4.12.Total remaining energy over rounds. 
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energy consumption to meet the BER requirement compared with BPSK. 

Thus, WSN with BPSK modulation has the longest lifetime. When M 

becomes bigger, the network life time changes slightly. 

 

                                            Figure 4.13.Total number of live nodes in each round. 

 

                                 Figure 4.14.Comparative throughput. 

 

 

                                Figure 4.15.Total remaining energy over rounds. 
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4.5   Results and Discussion 

This chapter presents a new clustering based cooperative protocol for                  

heterogeneous WSNs. In the protocol we consider nodes with different                  

battery energy which is a source of heterogeneity. We proposed an              

optimized routing scheme for WSNs. The main focus was to enhance               

cluster head selection process. In proposed protocol, cluster heads are                

selected in each cluster by a probability based on the ratio between                

cooperative energy (takes both CSI and REI into account) of node and                

the average energy of the network.  From the simulation results, following 

conclusions can be drawn: 

 There is less number of dead nodes compared to the other routing 

protocols. 

 Number of live nodes is enhanced. 

 The throughput of the proposed protocol is significantly greater as 

compared to other protocols, the proposed clustering approach is more 

energy efficient and hence effective in prolonging the network life time 

and balance energy consumption compared to other protocols. 
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5. IMPROVED  CLUSTER HEAD SELECTION FOR ENERGY   

    EFFICIENCY IN WIRELESS SENSOR NETWORKS 

 

5.1  Motivation 

 

Most of pervious works on extending lifetime, protocols concentrate on distributed 

energy-efficient clustering algorithm for homogenous and heterogeneous wireless 

sensor networks which are based on clustering, most of them the cluster- heads are 

selected depend on one of the following: random probability and it is does not 

consider about energy consumption of nodes, maximum residual energy, the 

current location of the node, the distance vector from the base station (BS). The 

optimal construction of clusters is very important. However, the previous research 

works  have proved significant potential of showing that if the clusters are not 

constructed in an optimal way, the total consumed energy of the sensor network 

per round is increased exponentially either when the number of clusters that are 

created is greater or especially when the number of the constructed clusters is less 

than the optimal number of clusters. It is noticed that using distance limit 

determination in WSNs should not be too low neither too much. If it is too low, 

then each node would be associated with a small number of neighbors. In this 

case, the node is more likely to have the highest level of residual energy compared 

to all of its neighbors and thus it is more likely to be selected as a CH. This could 

eventually result in a large number of CHs which can cause collisions and 

redundancy when CHs aggregate the collected data and forward it towards the BS. 

On the other hand if the distance too high, then each node would be associated 

with many neighbors and this gives the node a lower chance to be selected as a 

CH. Therefore, the value of the distance which produces a desired number of CHs 

should be selected. In our proposed protocol, two scenarios should be taken into 

account, the data transmission between nodes, and that between the node and the 

BS. The energy dissipation due to channel transmission is remarkably affected by 

the distance, and the network lifetime is strongly related to the nodes residual 

energy level and the optimal number of cluster head in the network. In the other 

hand, many algorithms are recently proposed to increase stability and lifetime of 

heterogeneous WSNs. Every algorithm does not work efficiently for different 

networks having different heterogeneity levels and fails to maintain the same 
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stability period and lifetime as in previous heterogeneous WSNs. In literature most 

existing studies focus on the performance of the above schemes taking into 

account one or two parameters.  Thus, on the design of cost functions, all of these 

factors should be taken into account and reflected in the expressions. In our study, 

we investigate the performance of system that combines tightly to gather. In 

particular, we introduce a new method in determining the neighbors of each node 

to be used in CH selection while ensuring that the network has a desired optimal 

number of CHs. Moreover, we propose to use the number of members that belong 

to a CH to balance the sizes of clusters and hence, the loads and energy 

consumptions among CHs, besides residual energy, distance, heterogeneous and 

optimal number of cluster head parameters are also incorporated in the 

determination of single- hop routing paths between CHs and the BS to balance the 

load among CHs. We propose and evaluate a new distributed energy-efficient 

clustering scheme for heterogeneous wireless sensor network with new cost 

function protocol by modifying the selection of cluster head. Simulation results 

show that proposed protocol consumes less energy and performs better as 

compared to others. 

Table 5.1 compares several clustering-based schemes proposed for 

heterogeneous WSNs with respect to their cluster head selection process. As seen 

from the table, most of the studies take at most two parameters into account.   

Table 5.2. Compares the various clustering protocols on discussed on pervious 

literatures on various points, clustering method, CH rotation, energy factor.  As 

shown in table 5.2, each of these protocols uses one of cluster head selection 

criteria and considers some properties for its cluster. All of these protocols use 

single-hop communication. It is observed that, clustering algorithms without 

energy awareness, CH cannot be rotated, and loads cannot be shared. Therefore it 

is difficult for sensors to choose the most appropriate cluster heads to maximize 

their network lifetime. 
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Table 5.1. Comparison of CH selection in WSN protocols 

 
Clustering 

approach 

Clustering method 
 

CH selection  based on 
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EEHC Distributed  √  

DEBC Distributed  √ √ 

WEP Distributed √   

DEEC Distributed  √ √ 

DDEEC Distributed √ √  

SDEEC Distributed √ √  

TDEEC Distributed  √  

DCHE Distributed √   

 

 

5.2   System Model 

 

In this study, we use a radio energy dissipation model given in Figure 3.1. Here, L 

bit data packets are transmitted to a receiver (Rx) located at a distance d from the 

transmitter (Tx). Eelec is the amount of energy needed in Tx or Rx hardware to 

send or receive data. Due to path loss and multipath fading phenomena that occur 

in wireless channels, Tx is equipped with an amplifier. The amplifier has a gain of 

εLd  where  denotes the path loss exponent. Note that the value of the path loss 

exponent is between 2 and 4 in general. 

To transmit L-bit message to a distance d: 

 

2

0

4

0

,
( , )

,

elec fs

Tx

elec mp

LE L d d d
E L d

LE L d d d





  
 

 

                                                                (5.1) 
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where fs  is the amplifier energy per bit per square meter (m
2
) when free space 

model is used for the channel and mp  is the amplifier energy per bit per m
4
 when 

multipath propagation model is used. The threshold distance d0 in (5.1) is given by  

0

fs

mp

d



                                                                                                            (5.2)                                                                                                                                            

 

           Table 5.2. Comparison of Cluster Head Selection Algorithms: 

Clustering 

Approach 

CHs 

Selection 

CH 

Rotation 

Energy 

Factor 

Prolong 

Network 

Lifetime 

Predictability 

LEACH Prob/random Yes No Yes No 

ACW Back off Yes No Yes No 

CIPRA ID-Based Yes No Yes No 

ERA Prob/random Yes Yes Yes No 

C-LEACH Average 

Energy 

Yes Yes Yes No 

EECHSSDA Average 

Energy 

Yes Yes Yes No 

HEED Prob/Energy Yes Yes Yes No 

Extended 

HEED 

Prob/Energy Yes Yes Yes No 

HEF Residual 

Energy 

Yes Yes Yes Yes 

 

 

and is set to 87m in this study. Similarly, at the Rx side:  

 

Rx elecE LE                                                                                               (5.3) 

Since transmitting a message is a costly operation in wireless channels, protocols 

used in WSNs should try to minimize not only the transmit distances but also the 

number of transmit and receive operations for each message. 
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5.3   Optimal Clustering: 

 

We assume that N nodes are uniformly distributed over a square field (D x D). The 

square field has an area of D
2
 square meters and the BS is located at the center of 

the field for simplicity. The field is divided into K sub regions, clusters. For each 

cluster, one node is assigned as the cluster head. During transmission, each non-

cluster head (non-CH) node sends L bit data to the CH node within its cluster. 

Thus, the energy used by a non-CH node is [113]: 

2

non CH elec fs CHE LE L d  
                          

            (5.4) 

where
CHd is the average distance between a cluster member and its corresponding 

CH [72]: 

2
2

2
CH

D
d

K


                                                                                                       (5.5)
 

Similarly, the energy dissipated in a CH is given by  

21CH elec DA elec fs BS

N N
E LE LE LE L d

K K


 
     
                                  

 (5.6)  

where
DAE is the data aggregation processing cost and 

BSd  is the average distance 

between a CH and the BS given by [113]: 

0.765
2

BS

D
d   

The total energy dissipated during one round is  

2 2(2 ( ))round elec DA fs BS CHE L NE NE Kd Nd                                          (5.7) 

If we know
roundE , we may estimate the average energy  

total round

r

E rE
E

N


                                                                                              (5.8) 

Where 
1

N

total ii
E E


  is the initial energy of all the nodes iE  is the thi  node energy. 

roundE is the single round energy consumed, let single round energy consumed to be 

uniform. On above condition, we may estimate
rE . 

By differentiating 
roundE  with respect to K and equating to zero, the optimal 

number of clusters is found to be [113], [72]: 
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2

2 2 0.765
opt

BS

N D N
K

d 
                                                                    (5.9) 

If a significant percentage of nodes are farther away from the BS (a distance 

greater than d0), then the optimal number of clusters is given by [113] 

22

fs

opt

mp BS

DN
K

d



 
                                                                              (5.10)             

The optimal probability of a node being selected as a CH is computed as [113] 

1 2

0.765

opt fs

opt

mp

K
p

N N



 
                                                              (5.11)    

The quantity optp  plays an important role in the operations of WSNs. If the 

clusters are not constructed in an optimal way, the total energy consumed during a 

round will increase in a nonlinear fashion. 

5.4   Proposed Protocol: 

 

It is noticed that in LEACH the selection strategy of cluster head nodes does not 

take into account the residual energy factor, distance from base station and 

therefore easily results in the cluster head nodes deactivate. Additional parameters 

should be considered to optimize the process of cluster-head selection and to 

enhance energy load distribution over the whole network. Our attention is focusing 

to improve the selection of cluster head  by adjusting the threshold T(n) denoted in 

[13], relative to the nodes remaining energy, distance of the nodes from the base 

station and the number of consecutive rounds in which a node has not been a 

cluster head and the cluster formation algorithm is created to ensure that the 

expected number of clusters per round is 
optK . As has been discussed before, the 

energy dissipation due to channel transmission is remarkably affected by the 

distance, and the network life time is strongly related to the nodes residual energy 

level. The cluster head consumes more energy than other nodes in the round. Thus 

the location and residual energy of node with respect to optimal number of cluster 

head are introduced during the generation of cluster head to balance the energy 

consumption of all nodes in every cluster for prolonging the lifetime of network.  

Thus, on the design of cost functions, all of these factors should be taken into 

account and reflected in the expressions. 

In our work, the following cost function is employed. 
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( )
( )

( )
opt

d i
C i K

E i
                                                                                                  (5.12)  

The motivations of the new cost function (5.12) are given in the following: 

 

 ( )d i is the distance from node i to the BS. This factor checks whether the 

node to be selected as cluster head belongs to the density popular area as 

well as the distance from the node to the BS is minimum. 

 ( )E i is the residual energy accounting for whether the node to be selected as 

cluster head has maximum  residual energy. 

 K opt is the optimal number of cluster heads. This factor guarantees the 

selection of cluster heads of each round is optimal. 

 

 With this new cost function, we claim that cluster head selection process is 

done in a very energy efficient manner. Considering all three factors, the 

modified threshold T(n) becomes: 

 

( ( ) ) , if
1

1 ( mod

0   , otherwise

p
C i n G

p rT n
p


  

  
 

                                                             (5.13)

 

Where P is the cluster  head probability, r is the number of the current round and G 

is the set of nodes that have not been cluster-heads in the last 1/P rounds. In order 

to select cluster heads each node n determines a random number between 0 and 1. 

If the number is less than the threshold T (n), the node becomes a cluster-head for 

the current round. Using this threshold, each node will get a chance to be cluster 

head that have not been cluster-heads in the last 1/P rounds. Thus, the new 

approach selects the optimized node as cluster head node which has minimal cost 

function in terms of the above mentioned three factors. 

 5.5   SIMULATION RESULTS: 

 

The performance of the proposed clustering-based protocol is evaluated using 

MATLAB both for homogeneous and heterogeneous networks. In the network, 

100 nodes are randomly deployed in a 100m x 100m region where the BS is 

located at the center as illustrated in Figure 3.3. 
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The proposed  algorithm is compared with LEACH, DEEC, and SEP in terms of 

dead and alive nodes per round, energy consumption of the network, and overall 

throughput. The total number of rounds used in our experiments is 5000. 

Network model parameters are summarized in Table 5.3. 

                                   Table 5.3.Network model parameters 

Parameter 

name 

Value 

E0 0.5   J 

Packet size 4000 bits 

Number of nodes 100 

Etx  = Erx 50 nJ/bit 

Efs 10 pJ/bits/m
2
 

Emp 0.0013 pJ/bits/m
2
 

EDA 5 nJ 

Area of network 100*100 

 

Here all nodes have different amount of initial energies. The initial energies are 

uniformly distributed on [0.5, 1] resulting the average initial energy of 0.75 J. 

Several experiments are conducted, the average stability periods are calculated, 

and the results are shown in Figures 4, 5, 6 and 7. 

 

Figure 5.1shows the number of dead nodes per round indicating stability time of 

the networks. The death of the first node occurs at the round 1869 in the proposed 

protocol whereas the death of the first node occurs at rounds 1036, 1382, 1482 in 

LEACH, DEEC and SEP respectively.  The death of the last node occurs at the 

round 3707 in the proposed protocol whereas the death of the last node occurs at 

rounds 2626, 2691, 2047  in LEACH, DEEC and SEP respectively. Hence, the 

proposed protocol has better stability time and network lifetime as compared to the 

other protocols.  
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Figure 5.1. Number of dead nodes per round 

 

Figure 5.2. Total number of live nodes in each round 

 

The proposed protocol has also better energy comsumption and higher throughput 

than the other protocols considered which can be seen from the Figure 5.2 and 

Figure 5.3. Initial energy E0 of the network is consumed at the round 3600 in the 

proposed protocol whereas the initial energy E0 of the network is consumed at 

rounds 2300, 2350, 2100 in LEACH, DEEC and SEP respectively.  Similarly, 

Figure 5.4shows the superiority of the proposed algorithm in terms of the 

throughput thanks to the wiser selection of CHs. 
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                                         Figure 5.3. Energy consumption  

 

Figure 5.4. Throughput 

 

5.6    Results and Discussion  

This chapter presents a new clustering-based protocol for heterogeneous WSNs. 

Heterogeneity of the network comes from nodes with different energy levels. The 

lifetime and reliability of the network can be improved by heterogeneity. Further, a 

single-hop transmission approach is adopted for intra-cluster and inter-cluster 

communication. 

Formation of clusters and selection of cluster heads are very important 

tasks in clustering-based schemes affecting energy efficiency of the network. CHs 

require more energy than all other nodes because they perform processing, 

sensing, communication and aggregation. Hence, they die earlier and if so, the 

entire network becomes useless. We propose an optimized routing scheme where 

the main focus is to enhance cluster head selection process. CHs are selected in 
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each cluster on the basis of residual node energy and the distance with respect to 

the optimal number of cluster heads. From the conducted experiments, it is seen 

that: 

Stability period of the network is enhanced compared to the other well-known 

clustering-based protocols including LEACH, DEEC and SEP. Superior network 

lifetime is obtained for different scenarios. Last but not least, the throughput of the 

proposed protocol is significantly better than the other protocols considered. Thus, 

the proposed protocol improves energy efficiency of the network and prolongs the 

network lifetime 
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6. MULTI-HOP EFFICENT PROTOCOL FOR ZIGBEE, BLUETOOH  

    LOW- ENERGY AND ANT SENSOR  NODES 

6.1  Motivation 

Wireless Sensor Networks (WSNs) have been used for many applications. 

Typically, a WSN consists of a number of sensing nodes that gather data from the 

surrounding environment and deliver it to a Base Station (BS). Each sensor node 

has limited computation capability and limited amount of energy. It is difficult or 

even improbable to replace a node’s battery, especially in areas that cannot be 

linked easily. Therefore, reducing  network’s energy consumption is one of the 

basic challenges in developing routing techniques for WSNs. Furthermore, fast 

energy exhaustions in some nodes might cause network divisions and shorten 

network lifetime. Hence, balancing energy consumption among the nodes is 

another problematic cause to be considered. This paper deals with  above 

challenges by considering energy-efficient routing techniques. In WPANs, sensor 

nodes are operated with limited energy source. It is required to use minimum 

power for transmitting data from sensor nodes to BS. One of the major 

disadvantages of WPAN is be difficultly to recharge the batteries. An energy 

efficient routing protocol is required to overcome this issue of recharging batteries. 

Many energy efficient routing protocols are proposed in WSN technology [114], 

[115], [116]. 

For the majority of the embedded electronics industry, the trend towards extremely 

low power technology is based on the use of batteries as the prime power source. 

Extremely low power technology, therefore, is synonymous with battery power 

and, in today’s applications, this typically translates to single or dual cell supplies 

comprising of a coin cell battery. The nodes stay usable unless the voltage of 

batteries go below 2.5, most devices operate with voltages within a range of 2-3 

volt. 

  Many routing protocols can improve the performance of energy efficiency and 

network lifetime by introducing intelligent clustering methods for considering 

energy, rang etc. however, most of these energy efficient routing protocols used 

dynamic cluster heads. The communication range of sensor nodes is based on 
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IEEE 802.15.4(WPAN) which is one of the transmission standards for WSNs. 

IEEE 802.15.4 typically extends up to 10 m in all directions [117].  

In this section, we present a multi-hop protocol to solve the energy usage for 

sensor nodes; in this study we don’t consider a cluster head, each sensor node 

contains information about the location of BS, distance between them, distance to 

the BS node, residual energy. Thus each node can make intelligent decision about 

the next hop (forwarder) based on the maximum residual energy and minimum 

distance in the sensor network.     

6.2   Network Model 

 

In this section, we use a radio energy dissipation model given in Figure 3.1.  

( , ) ( ) ( , )Tx Tx elec Tx ampE L d E L E L d    

4( , )Tx Tx elec Tx ampE L d E L E L d                                                               (6.1) 

( )Rx Rx elecE L E L                                                                                           (6.2) 

Where 
TxE is the energy consumed in transmission, 

RxE is the energy consumed by 

receiver,  ETx-elec, , ERx-elec are the energies required  to run the electronic circuit of
   

transmitter and receiver, respectively. The energy parameters given in equations 

(1and 2) depend on the hardware. We consider that three transceiver technologies 

are used frequently in WPAN technology. The BLE node CC 2450 chip (Texas 

Instrument), AP2 transceiver modules (Nordic Semiconductor) were used for 

ANT, and the other transceiver is ZigBee. The operating frequencies of these 

transceivers are 2.4 GHz. Some of the characteristics of these RF modules are 

given in Table 6.1.    

The power attenuation is depending on the distance between the transmitter and 

receiver; the propagation loss can be modeled as inversely proportional to d
2
 (free 

space model for short distances) or to d
4
 (multi path model for longer distances). 

In this study we used the multipath fading model (d
4
), since the system will be 

used indoor causing multipath problem. 

From the parameters given in Table 6.1 we can find the radio energy parameters, 

the transmit energy per bit is given by: 

 



67 
 

(6.3)t

Tx amp

b

P
E

R
 

 

 
TABLE   6.I: CHARACTERISTICS OF RF MODULES 

Transceiver ZigBee BLE ANT 

Rx sensitivity -102 dB -87 dB -85 dB 

Tx Power 0 dBm 0 dBm 0 dBm 

Frequency 2.4 GHz 2.4 GHz 2.4 GHz 

Radio Chip X BeeS2 CC 2450 AP2 

Bit rate 250 kb/s 250 kb/s 250 kb/s 

Packet size 100 byte 100 byte 100 byte 

Number of nodes 8 8 8 

Initial  energy of 

node (E0) 

0.5 0.5 0.5 

TX ampE 
 4 nJ/bit 4 nJ/bit 4 nJ/bit 

mp  0.049 pJ/b/m
4
 1.57 pJ/b/m

4
 2.5 pJ/b/m

4
 

Propagation model Two ray ground 

(multi-path) 

Two ray ground (multi-

path) 

Two ray ground 

(multi-path) 

Node type Homogenous Homogenous Homogenous 

power supply 3.3 V 3.3 V 3.3 V 

 

2 2

r
mp

b t r t r

P

R G G h h
                                                                                        (6.4) 

where 
mp  is the energy require for the amplifier circuit, this parameter will depend 

on the required receiver sensitivity and the receiver noise figure, as the transmit 

power needs to be adjusted that the power at the receiver is above a certain 

threshold, where rP  is the sensitivity of the receiver,  tG  is the gain of a 

transmitting antenna, rG is the gain of  a receiving antenna,   is the wavelength of 

the carrier signal, th is the height of the transmitted antenna above the ground and  

rh is the height of the received  antenna above the ground. In  simulations 

following values are given ( tG = rG =1, th = rh  = 1.5 m, bR = 250 Kbps) into 

equations 3 and 4 given in Table 6.1. 

 

6.3   Proposed Protocol   

 

In this section, we present a new routing protocol for WPANs. The limited 

number of nodes in WPANs give opportunity to ease the constraints in routing 

protocols. We improve the network stability period and throughput of the 

network. Following sections give the details of the system model and proposed 

protocol. In this scheme, we deploy eight sensor nodes on region under the 

assumption that there can be at most 8 sensors in a personal area network. All 
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sensor nodes  consume equal energy and have similar computation capabilities. 

BS is placed at the center of the square region. Fig 6.2 shows the placement of 

eight nodes and BS in square region (50 x 50 m). 

Next, we present a selection criterion for a node to become primary node or 

forwarder. To balance energy consumption among sensor nodes and to reduce 

energy consumption of the network, our proposed algorithm selects a new 

forwarder in each round. 

 

 

 

 

 

 

 

 

                                          

 

 

                                                   

                                                                             (50 m) 
                                                       Fig. 6.1: An illustration of the network 

 

BS node knows the ID, distance and residual energy status of the nodes. BS 

computes a cost function for all. other nodes  need to know these costs. On the 

basis of this cost function, each node decides whether to become a forwarder node 

or not.  For a given node i the cost function  is computed as follows: 

 

 
( )

Re ( )

d i
C i

i
                                                                                                           (6.5) 

where ( )d i  is the distance between the node i and the BS, Re ( )i is the residual 

energy of node i.  A node with minimum cost function is preferred as a forwarder. 

All  neighbor nodes stick together with forwarder node data is aggregated and 

forwarder to the BS. Forwarder node has maximum residual energy and minimum 

distance to BS; therefore, it consumes minimum energy to forward data to the BS.  

 

6.4   Path Loss Model  

 

Path loss represents the signal attenuation and is measured in decibels (dB). Signal 

power is also degraded by Additive White Gaussian Noise (AWGN). Path loss is 

the difference between the transmitted power and the received power. Path loss 
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usually occurs due to the increasing surface area of propagating wave front. 

Transmitting antenna radiates power outward and any object between the 

transmitter and the receiver causes attenuated of the radiated signal. Path loss is 

related to the distance and frequency and expressed as:    

 

     ,PL f d PL f PL d                                                                                        (6.6)   

 

The propagation model including both path loss model and long-normal 

shadowing are used in our simulations. In this model, the received power at 

distanced (  rP d ) is represented by:  

 

   0 10

0

[ / ] 10 logr r dB dB

d
P d P d n X

d

 
   

 
                                                                 (6.7) 

 

Where  0rP d is the received power at a reference distance and it is expressed as: 

 
 

2

0 10

4
10 logr

d f
P d

c

  
                                                                                  (6.8) 

where f is the operating frequency, c speed of light, d is the distance between the 

transmitter and receiver.  The value of the reference distance 0d is 0.1 m, n is the 

path loss exponent, and dBX is a zero-mean Gaussian random variable representing 

the shadowing. In our simulations, the path loss exponent is set to 4 and the 

shadowing deviation is set to 7.4. This corresponds to a harsh environment with 

many obstacles [118]. 

 

6.5   Simulation Results 

 

To evaluate the proposed protocol, we have conducted an extensive set of 

experiments using MATLAB with three transceiver modules. For the simplicity an 

ideal MAC layer and error free communication links are assumed. We calculate 

each nodes energy consumption from data transmission per round. According to 

the IEEE 802.15.4 standard, the length of data packet is 800 bits and is assumed to 

be constant before and after data fusion. The simulations are run to compare the 

average energy dissipation in each round before the first node dies, and to compare 
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the number of communication rounds before a certain percentage of nodes die with 

different protocols.  

 Table 6.2 shows the average network uptime of the proposed scheme. The 

proposed new cost function to select a forwarder node plays an important role to 

balance the energy consumption among the sensor nodes. New forwarder in each 

round is selected based on computed cost function. Table II clearly depicts the 

average number of dead nodes per round indicating  the stability time of the 

networks. The death of the first node occurs at the round 2962 in ZigBee whereas 

the death of the first node occurs at rounds 94 and 59 in BLE and ANT, 

respectively. The death of the last node occurs at the round 7676 in ZigBee 

protocol whereas the death of the last node occurs at rounds 255and 160 in BLE 

and ANT, respectively. Hence, ZigBee protocol has better stability time and 

network lifetime as compared to the other protocols.  

 

A.   Throughput 

 

The throughput is defined to be the rate of successful packet received at the BS. 

WPAN has data to send,  requires a protocol which has minumum packet drop and 

maximum successful data received by BS. ZigBee protocol achieves a higher 

throughput level than BLE and ANT protocols, as shown in Fig. 6.3. The average 

number packets send in eah round to BS depends on the number of alive nodes. 

More alive nodes send more packets to BS which increases the throughput of  

network. The stability period for both ANT and BLE protocols are shorter than the 

ZigBee protocol implying that packets sent to BS are decreased. On the other 

hand, ZigBee protocol achieves high throughput due to longer stability period. 

                         

                                            TABLE 6.2: The round when first and last node dies 

Protocol ZigBee BLE ANT 

First dead node (round) 2962 94 59 

All dead node (round) 7696 255 160 
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Fig. 6.2: Throughput 

 

 

B.  Residual Energy 

 

The average energy of the network consumed at each round is presented in Fig. 

6.4. The proposed scheme uses multi-hop topology, in which farthest node 

transmits its data to BS through a forwarder node. Forwarder node is selected 

using a cost function. Selection of the most appropriate forwarder in each round 

contributes to save energy. To transfer packets to BS, our multi-hop topology use 

different forwarder node in each round. Simulation results show that ZigBee 

protocol consumes minimum energy among BLE and ANT protocols. It means, in 

stability period, more nodes have enough energy and they transmit more data 

packet to BS. 

 

C.  Path Loss 

 

Fig. 6.5 presents the path loss of different sensors. Path loss is afunction of 

frequency and distance. Path loss shown in Fig 6.5 is a function of distance. It is 

calculated from its distance to BS with constant frequency 2.4 GHz. We use path 

loss coefficient 4 and 7.4 for standard deviation. 

Path loss  for BLE and ANT  protocols are almost the same, but the ZigBee 

protocol has more path loss than the others due to the fact that the nodes in ZigBee 

need  more time to die . 
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6.6   Results and Discussion   

 

In this chapter, we propose a new algorithm  to route data in WPANs. The 

proposed scheme uses a cost function to select the appropriate route to BS. Cost 

function is calculated based on the residual energy of nodes and their distance 

from BS. In this paper we analyzed the lifetime, throughput, energy consumption 

and the path loss for the ANT, ZigBee, and BLE protocols. We found that ZigBee 

protocol yield a longest lifetime, throughput and lowest energy consumption, 

followed by BLE and ANT. 

The results of this study should not be generalized to other scenarios. Furthermore, 

the lifetime, throughput, energy consumption and path loss of theses protocols 

might changes depending  on other factors such as packet size variations, 

transmitter  and receiver  distances. 

 
 

Fig. 6.3: Energy consumption 

 

Fig. 6.4: Network Path Loss 
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7. CONCLUSIONS AND FUTURE WORK 

In this thesis, we proposed a new clustering protocols for WSNs. Our objectives is 

prolong the network lifetime of WSNs by reducing and balancing energy 

consumption during routing process from cluster head selection and optimal 

number of cluster head point of view.  These techniques imply better distribution 

of cluster heads in the network.  

In chapter 3,  We  proposed  a new clustering-based energy-efficient (EE) protocol 

for single-hop, heterogeneous WSNs. In EE-Heterogeneous LEACH, CHs are 

selected by using weighted probabilities. These weighted probabilities are 

evaluated based on the ratio between residual energy and the best channel of each 

node and average energy of the network. The rotating epoch (time interval) for 

each node is different according to its initial and residual energy. Nodes with high 

initial and residual energy will be more likely to become CHs per round per epoch. 

CHs collect data from member nodes in their respective clusters, aggregate the 

received data and send it to the BS using single-hop communication. 

Simulation results show that the proposed protocol extends network lifetime and 

improves energy consumption compared to other well known protocols including 

LEACH, DEEC, and SEP. 

In chapter 4, we developed a new distributed clustering protocol for heterogeneous 

WSNs, namely cooperative protocol, based on decode-and-forward (DF) 

cooperative communication. In this protocol, both CSI and REI are taken into 

consideration to select the source and relay nodes in a cooperative mode. Under 

the constraint of maximum transmission power, the optimal power allocation 

scheme is formulated to satisfy the average BER requirement. Simulation results 

show that cooperative protocol can largely improve network lifetime compared 

with the non-cooperative schemes such as minimum residual energy, random 

selection. Through  simulation results, we can see that with the same average BER 

constraint the lifetime performance of BPSK is much better QAM and other 

modulation schemes.  

In chapter 5, we improved an optimized routing scheme where the main focus is to 

enhance cluster head selection process. Due to the fact the factor of number of 

optimal cluster plays an important role on many network metrics such as energy 

consumption, CHs are selected in each cluster on the basis of residual node energy 

and the distance with respect to the optimal number of cluster heads. CH 
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independent of other region. This technique encourages better distribution of CHs 

in the network. Simulation results show that the throughputs of the proposed 

protocols are significantly better than the other protocols considered. Thus, we 

claim that the proposed protocols have improved energy efficiency and effective in 

prolonging the network lifetime. 

In chapter 6, we proposed a mechanism to route data  for multi-hop  

communication in WPANs. The proposed scheme use a cost function to select 

appropriate route to the BS. Cost function is calculated based on the residual 

energy of node and its distance from the BS. Nodes with less value of cost 

function are selected as forwarder node, other nodes send their node to the 

forwarder node. Our simulation results shows that proposed routing scheme 

enhance the network stability time and packet delivered to the BS. 

The protocols discussed in this thesis have individual advantages and 

disadvantages. Based on the topology, the protocol and routing strategies  can be 

applied. The factors affecting cluster formation and communication were  

presented in this thesis  for single-hop communication, we want extend  our works 

for multi-hop communication for future research. Moreover, the process of data 

aggregation and fusion among clusters is also an interesting problem to explore.  

For realization of sensor networks, it is needed to satisfy the constraints introduced 

by factors such as fault tolerance, scalability, cost, topology change, environment, 

and power consumption. Since these constraints  are stringent  and specific for 

sensor networks, new wireless networking techniques are required to be explored 

further. Through the performance of the protocols discussed in this thesis 

promising in terms of  energy consumption, further research would be needed to 

address issues related to quality of serves posed by  video and imaging sensors and 

real-time applications.           
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