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ABSTRACT 

With the advent of the Internet, the number of choices that are opened to us online is 

constantly increasing. Movies, books, recipes, world news..., as many sets where we need 

to select without the possibility of considering all the necessary information. So how to 

choose? As we are not only faced with the same choice, if anyone has similar tastes to ours 

and he liked such a recent film, the chances that we also liked the film seem bigger. It is 

therefore possible to take advantage of available information on choice of other agents to 

induce preferences over our own choices. Now with the availability of Internet and major 

databases on user preferences, it becomes possible extending to large-scale, the concept 

of word of mouth. The formalization and operation of this intuition are the subject 

of collaborative filtering. 

Collaborative Filtering (CF) has become one of the most used filtering technique used 

to cope with the” information overload” problem. However, CF suffers from important 

bottlenecks: privacy, cold-start, sparsity... Many researchers have proposed methods for 

handling latter problem but it remains a great and important research area. 

Keywords: Collaborative Filtering, Cold Start, Sparsity Problem. 
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ÖZET 

İnternetin gelişiyle, sunulan çevrimiçi seçenek sayısı sürekli artıyor. Filmler, kitaplar, 

yemek tarifleri, dünya haberleri ... gibi birçoğu şey için, gerekli tüm bilgileri düşünme 

imkânı olmadan bir tercih yapmalıyız. Peki ya nasıl? Biz yalnız başımıza aynı problem ile 

yüzleşmediğimiz halde, eğer birisi bizim ile aynı zevklere sahip ise ve o son zamanlarda 

bir film sevdiyse, bizim o filmi sevme ¸sansımız da büyüyor. Başkalarına ait varolan 

bilgilerden, kendi kararlarımız üzerine iyileştirmeler yapmak için yararlanmak, işte bu 

nedenle mümkündür. Şimdi internet ve başkalarının tercihlerine ait büyük veriler 

sayesinde, ağızdan çıkan her bir kelimenin yayılmasına olanak sağlanıyor. Bu sezginin 

işleyişi ve resmileştirilmesi, İşbirlikçi Filtrelemeye (CF- Collaborative filtering) tabiidir. 

İşbirlikçi Filtreleme, “Bilgi bombardımanı” sorunlarıyla başa ¸çıkmak için, dünyanın 

en˙ çok kullanılan filtreleme tekniği haline geldi. CF bazı tıkanmalardan dolayı zarar 

görüyor: gizlilik, soğuk başlangıç, kıt bilgi- kıtlık problemi ... Birçok araştırmacı, sonradan 

gelen problem için birçok yöntem ̈ önerdiler ancak hala çok büyük ve önemli bir araştırma 

alanı olarak biliniyor.  

Anahtar Sözcükler: İşbirlikçi Filtreleme, Soğuk Başlangıç, Kıtlık Problemi. 
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1. INTRODUCTION 

Nowadays, large amount of information is available to everyone through the 

development of information technology, the Web is a perfect example. Therefore, the 

problem of information overload has quickly laid and constitutes a challenge to 

overcome. The problem leads by information overload is that, there is an exponential 

growing difficulty for people in finding the most relevant things they want when they 

need it in a way that best meets their requirements. Many researches have been done to 

cope with the information overload problem. One of the most important technology are 

Web search engines. It provides meaningful doorways to deal with the huge amount of 

available information. 

A study leads by the Pew Internet and American Life Project, states that 84% of 

American adult Internet users have used a search engine to gathered web information. 

According to the same research study on any given day, more than 60 million American 

adults send over 200 million information requests to Web search engines, making the 

latter, second most popular online activity [16]. However, search engines have 

demonstrated their inability to provide customized and personalized results to user’s 

queries. Indeed, the result returned to users are often most irrelevant and doesn’t meet 

his expectations. The user must manually select what is relevant to him. That is a painful 

and a tedious task. Hence the introduction of recommender systems. In contrast to the 

information search engines (Google, Yahoo...), which require the user a systematic 

formulation of its need using keywords, recommender systems provide relevant 

resources to users according to their preferences. The user sees not only his search time 

reduced but also receives top relevant suggestions from the system to which he would 

not have spontaneously pay attention. More than just an indispensable information 

filtering technique, recommender systems have become a defining component of human 

condition allowing him to find his tastes over online ’s endless supply of information in a 

reasonable time. 
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Recommender systems or recommendation systems use different technologies. They 

can be classified as content-based systems and collaborative filtering systems. Both 

techniques present advantages and drawbacks. Collaborative filtering has emerged as 

the most used technique for having more advantages over the content-based technique. 

It is important to jot down that there are also hybrid techniques that are combining 

multiple recommendation techniques to achieve a cooperation between them [3]. 

Many scholars have been worked on Recommender systems specifically on 

collaborative filtering to outperform user expectations but it still experiences some 

challenges, such as privacy, scalability, privacy, sparsity, cold start problem... This 

present thesis focuses on how to handle the sparsity problem in collaborative filtering. 

To start with, in this first chapter, we will present in more details recommender systems, 

as well as their limitations. 

In chapter 2, we are going to review related work about dealing with the sparsity 

problem in collaborative filtering. 

A new method to handle the sparsity problem in CF is presented in chapter 3. 

Conclusions and future work are presented in the last chapter. 

1.1.   Review of Recommender Systems 

A recommender system or recommendation is the term used to describe a variety 

of process designed to provide information to people, information that is in line with the 

interests of these persons. Recommendation consists of finding a” prediction” as to the 

usefulness of the information for the user. This prediction is performed based on the” 

profile” of the user and results in decision making. Results are then classified as” 

recommended” or” not recommended” information. 

Recommender systems are essential due to the exponential growth of information 

which made it too expensive for users to try all possible alternatives offered to them 

independently. 
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Users to achieve individualized recommendations (books, music, documents, television 

programs, web pages...) typically use such systems. An effective solution to reduce 

complexity when searching on the Internet was given by recommender systems. 

According to [3], the roots of recommendation systems date back to the important 

work in cognitive science, the approximation theory, information retrieval, prediction 

theories, and have links to management science, and to modeling consumer choice in 

marketing. Recommender systems have also emerged in the areas of security, fraud 

detection... 

Different approaches have been used to provide recommendations. They are known 

as collaborative filtering, content-based, hybrid etc. In Figure 1.1, we are showing a 

formal definition of a recommender system [3]. 

Figure 1.1. Formal definition of recommender 

Universe of 

alternatives 

Recommender 

(Pref. or rating 

based) 

Preference 

Provider 

Recommendation 

seeker 

.…………………………………………………may choose to interact  with..……………….. 

Recommendation 

Request 

  …………. Resource for interacting.….with………. 
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1.1.1. Content-based filtering 

Content-based filtering systems recommend similar items to those that the user has 

already appreciated. The similarity is calculated by comparing the user interest 

(introduced explicitly through a survey, for example, or implicitly through the 

monitoring of its behavior) with the metadata or document characteristics, without 

considering the views other users. Content-based recommenders are usually suited for 

recommending web pages, TV programs, articles etc., by using techniques such as tf-idf, 

vector-space queries [17],” intelligent” agents [18] and information visualization [19]. 

Content-based filtering process 

In basic content-based recommender system we can identify two main components. 

These are the item profile and the user profile. 

• item profile: items to be recommended and the corresponding features;

• user profile: users provide information about their preferences to the system. User

information can be provided explicitly (questionnaire for example), or implicitly

(by monitoring user behavior clicks, time and frequency of consulting an item...)

Then the recommender engine recommends items to the user according to the existing 

information. The recommendation is processed by combining items features information 

with the user preferences. The following Figure 1.2 is an explanation of content-based 

recommendation method. 
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Figure 1.2. Content-based recommender process 

 

Content-based filtering limitations 

Content-based filtering suffers from several limitations including the inability to 

recommend multimedia documents that do not have information on their contents. In 

addition, in text documents retrieval this kind of filtering cannot provide suitable 

recommendations when polysemy, synonymy, multi-word concepts (homograph, 

homophony...) occur in the keywords. 

The funnel effect restricts the users field of vision; this type of filtering is unable to 

recommend items that are different from those that the user has already seen and 

evaluated. For example, if a user has solely rated movies directed by James Cameron, he 

will be recommended just that type of movies. The user therefore never has the 

opportunity to see and try these new different items to which he can be interested in. 

This problem is known as over-specialization or serendipity problem; that is to state the 

tendency of CBRS to provide recommendations without degree of novelty. 
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The user must also evaluate enough items before the recommendation engine start 

being able recommending the relevant items to him, this is not the case for new users. 

This problem is known in the literature as one of the cold start problem specifically the 

new user problem. 

Content-based techniques have a natural limit in the number and type of features 

that are associated, whether automatically or manually, with the objects they 

recommend [20]. Considering an example of recommending movies, CBRS needs to have 

some domain knowledge (actors, directors) or domain ontologies before being able to 

recommend relevant movies to the user. When the content available is not sufficient to 

discriminate items the users may like from the ones he doesn’t, CBRS will not be able to 

provide suitable recommendations. 

This problem is defined as limited content analysis. 

Content-based filtering advantages 

Content-based recommender systems present some advantages over collaborative fil- 

tering. 

• User independence: content based recommenders only operate on the feedback 

provided by the active user to build his own profile while collaborative filtering 

methods need other users’ preferences(ratings) in order to find the users that are 

closest (nearest neighbors) to the active user, i-e ., users that have similar tastes as 

they rated the same elements similarly; then solely the items that are most liked by 

the neighbors of the current active user will be recommended to him; 

• Transparency: content-based recommender systems can provide explanations on 

how an item occur in the recommended item list; that is by explicitly returning the 

content features and descriptions on recommended items. So, this information can 

be used in deciding whether a recommendation is relevant. Conversely, 

collaborative systems can be seen as black funnels since the only description we 
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have from a recommended item is that unknown users having the similar tastes 

(most relevant neighbors) liked the active user liked that items. 

• New item: Content-based recommender systems (CBRS) are suited in 

recommending items that have not been yet rated by any user while new item 

problem affects Collaborative Filtering recommender systems (CFRS). In fact, in 

CFRS until the number of users having rated a new item reach a certain level, CFRS 

are unable to make recommendations. CBRS don’t experience new item problem 

because the recommendation doesn’t depend on other users’ ratings information 

on items. 

1.1.2.  Collaborative filtering 

To face up to the problem of information overload, collaborative filtering is a 

recommending approach using the ratings that users have made on certain items so as 

to recommend these same items to other users similar to them i-e having same 

preferences. The main rule of thumb behind Collaborative Filtering (CF) is that people 

who have same preferences in the past will also have similar tastes in the future. That is, 

based on surmise that people in search of information should be able to use what others 

have already found and evaluated. 

CF refers to a class of techniques used in recommender systems, that recommend 

items to users that other users with similar tastes have liked in the past [21]. 

Collaborative filtering methods are divided generally into memory-based approaches 

and model-based approaches. 

Collaborative filtering process 

As shown in 1 Figure 1.3, there are three main processes in a collaborative filtering 

system: 
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1. A user squeezes out his tastes and preferences by evaluating items (for example by 

providing ratings to books, films, or CD) of the system. A user can express implicitly 

or explicitly, 

(a) implicitly: the system induces the user satisfaction through his actions (clicks, 

duration of consulting for example a page...), 

(b) explicitly: The user gives a numerical value on a given scale or a qualitative 

value of satisfaction, for example, poor, fair, good, and excellent. In this thesis, 

we are going to consider solely users given explicit numerical values. 

2. Building a group of similar users; the collaborative filtering engine compare active 

user ratings against other users and then output the most relevant community to 

which he may be the closest. (a group of users having the same tastes and 

preferences). The similarity can be computed using Pearson or cosine similarity..., 

3. Providing recommendation or producing prediction. 

 

 

 

 

 

 

 

 

 

Figure 1.3. Collaborative Filtering process 
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uq e: means user’s q item e. In the figure above user u0 rated a certain items v, w, x. 

The system computes similarity and provide u0 similar users u5, u7, u1. Finally, 

prediction or recommendation are made for user u0. 

In the following Figure 1.4, we are showing the main architecture of a CFRS. An 

active user evaluated items that are push up to constitute the user profiles (users*items 

matrix). The system then computes similarities and at the end produces 

recommendations or predictions that are showed to the interface. 

Collaborative filtering techniques 

Collaborative filtering techniques are usually categorized into two main categories: 

1. Memory-based approaches: MBCF methods use the entire or a sample of the user

matrix data to produce a prediction. Each user belongs to a group of people with

similar tastes or preferences. Memory-based techniques are mainly computed into

two steps: based on users’ ratings compute similarities from partial information

CBRS 

Interface 
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items 
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engine 
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active 

filtering Profiles 

Recommendation 
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Figure 1.4. Main architecture of a collaborative filtering 

system
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about the active user, and a set of weights calculated from the users*items matrix; 

then provide prediction of the unknown ratings or a top n recommending items. 

(a) user-based: in user based systems, the similarity between users are calculated 

by comparing their ratings on the same item, and then compute the predicted 

rating for item j by user i as a weighted average of the ratings of j by users 

similar to user i, where weights are the similarities of these users with i [3]. 

(b) item-based: in item-based systems, the similarity between two items is 

determined by comparing the rating made by same user i on the items. Then, 

the predicted rating of item j by user i is obtained as a weighted average of the 

ratings of i on items, weighted by the similarity between those items [3]. 

2. Model-based approaches: Model-Based Collaborative Filtering (MOBCF) implicate 

constructing a model based on the users*items matrix of ratings. that is, digging 

into data and pulling out some knowledge which is used as a model to provide 

recommendations and predict unseen ratings. In that way, we don’t have to use as 

like in MBCF the complete dataset every time. Model-based thus offer considerably 

benefits in terms of speed and scalability. 

As shown in Table 1.1, we did a simple comparison of memory based against model-

based collaborative filtering techniques. 
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Table 1.1. Comparison of memory-based and model-based techniques 

 

 Some advantages Some limitations 

MBCF 

More accurate predictions 

online simple algorithm to 

implement easy to update the 

database 

very slow over-

fitting may 

occur 

MOBCF 

scalability prediction 

speed over-fitting 

avoidance 

inflexibility 

poor quality of predictions 

offline time cost for building 

the model 

 less sensitive to data sparsity must learn a model for every 

new user 

 

 

Some collaborative filtering advantages over content -based methods 

CBRS are not sensible to the overspecialization problem stated in the content-based 

limitations section. In fact, these systems use other users’ ratings recommendations, so 

they can process any type of content (multimedia stream not treated by CBRS) and make 

predictions or recommendations for any items, even those dissimilar to the ones the 

active user have already seen in the past. 

Collaborative Filtering provides three key additional advantages to information 

filtering that are not provided by content-based filtering [1]: 

• support for filtering items whose content is not easily analyzed by automated 

processes. 

• the ability to filter items based on quality and taste. 

• the ability to provide serendipitous recommendations. 
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Nonetheless, CFRS present some limitations. 

• new user problem: it’s the same problem as stated in content-based limitations 

section. Recommender systems cannot predict or recommends items to new users 

since these users suffered from lack of ratings and purchase history. 

• new item problem: as long as the recommender systems work new items are 

reckon up. As CBRS are based only on user’s tastes to make recommendations, until 

the number of users having rated a new item entering the system reaches a certain 

support, the recommender system would be unable to recommend that item (there 

is no substantial information to compute similarity). 

• sparsity problem: sparsity is one of the main bottleneck of collaborative filtering 

systems. Data sparseness reduces considerably the recommendations quality. The 

main reason of sparsity problem is that generally the number of items is very huge 

and have been rated by few users. As long as the number of items increases so does 

the matrix dimension and sparsity gets greater. CFRS experience this problem 

since these systems are mainly based on ratings provided by users on items. Let U 

be the number of users in the matrix, I the number of items, and V be the number 

of rating values. Dataset sparsity S is calculated as following: 

              1 *100%
*

V
S

U I
                                                  (1.1) 

Both new user problem and new item problem are categorized as the cold-start problem. 

In some literature, a new system problem is also defined as in part of cold start problem. 

It is also important to spot out that cold start problem is known as a special case of the 

sparsity problem. The sparsity problem will be deeply presented in chapter 2 as our 

thesis is about. To cope with the limitations of CBRS and CFRS hybrid collaborative 

approaches have been introduced. 
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Table 1.2. Content-based vs collaborative filtering 

 Some advantages Some limitations 

CBRS 
user independence 

cannot recommend 

streams 

 transparency overspecialization or 

serendipity 

 not sensible to new item problem limited content analysis 

poor quality of 

recommendations 

CFRS 

support for filtering items having complex 

content ability to filter items based on quality 

and taste ability to provide serendipitous 

recommendations 

new item 

problem new 

user 

sparsity 

 not sensible to overspecialization scalability 

 Memory-based produce easily 

recommendation ability to add incrementally 

with easy new data predictions performance 

in MOBCF 

privacy 

 

1.1.3. Hybrid approaches 

Hybrid recommender systems are combination of multiple recommender systems. 

The main purpose of hybrid systems is creating a cooperation between different 

recommenders in order to tackle the hurdles they experienced. 

Different ways to combine collaborative and content-based methods into a hybrid 

recommender system can be classified as follows [24]: 

• implementing collaborative and content-based methods separately and combining 

their predictions; 

• incorporating some content-based characteristics into a collaborative approach; 
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• incorporating some collaborative characteristics into a content-based approach, 

and 

• constructing a general unifying model that incorporates both content-based and 

collaborative characteristics. 

 

1.2.   Some Recommender Systems Challenges 

In the previous section 1.1, we have presented the different types of recommender 

systems, each with its advantages and limitations. In addition to these issues, here are 

some problems that should be addressed in recommender systems for better 

performance. 

• Big-data 

• Novelty and diversity of recommendations 

• Erroneous and malicious data 

• Conflict resolution while using ensemble/ hybrid approaches. 

• Ranking of the recommendations 

• Impact of context-awareness 

• Impact of mobility and pervasiveness 

• Privacy concerns 

In this chapter, we have presented a brief review of recommender systems. We 

showed the type of existing systems, we then we spotted out some challenges these 

systems are experiencing. In the next chapter, we are going to discuss the sparsity 

problem in recommender systems; first we will introduce the missing data theory and 

secondly exhibit related work about sparseness in recommender systems. 



 

15 

2. RELATED WORK 

A collaborative filtering data can be seen as a matrix array M where each row denotes a 

user and each column corresponds to an item. Let U be the number of users in the matrix, 

I the number of items, and V be the number of rating values. A matrix of rated items 

indicator R is introduced to indicate whether an item is rated. So: if Riu is observed Riu=1 

else Riu=0 to mean that the item has not been yet rated. This is missing rating that can 

affect performance of collaborative filtering. 

In this chapter, we are going to present the sparsity problem in CFRS. But, first we 

will introduce the missing data theory to show how missing data occur and what impact 

they have in recommender systems processes. 

2.1.  Missing Data Theory 

Missing data can be defined as the absence of data items that hide some information 

that may be important. Missing data is characterized by the pattern of missingness and 

the mechanism of missingness. 

One important consideration when dealing with datasets containing a large amount 

of missing data is the question why data is missing? Answering to this question is known 

as the missing data mechanism. 

 

2.1.1.  Pattern of missingness 

Pattern of missingness visually illustrates how values are missing in a dataset. Some 

of the patterns of missingness described by Schafer et al. (2002) [27] include univariate, 

monotone and arbitrary. 

• univariate: refers to the situation in which the missing values occur in only one of 

the variables while the other variables are completely observed. 
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• monotone: is about the dropout pattern. That is, if a user has missing data in the ith 

position, then all the subsequent values are also missing. 

• arbitrary: it is the situation where the missing data occur in any of the variables at 

any position. 

2.1.2.  Mechanism of missingness 

It deals with the probabilistic definition of the missing value. Little and Rubin 

[28][29] came up with the classification of missing data mechanism into different types: 

Missing At Random (MAR), Missing Completely At Random (MCAR), Missing Not At 

Random (MNAR). 

Let us consider a complete dataset as Dcomp. Dobs denotes observed data and Dmis is 

representing the unobserved data. So, we have Dcomp= (Dobs, Dmis). Let’s N be the 

probability of missingness. 

• MAR: the situation where the probability of missingness is only dependent on 

observed values and not on any unobserved data. That means the missingness is 

related to other dataset variables, but not to the underlying values of the 

incomplete variable itself. 

 P(N|Dcomp) = P(N|Dobs)  (2.1) 

MAR is considered as ignorable missingness that is, there it is not worth to specify 

the missing data mechanism explicitly. Missing data is ignorable if these three 

conditions hold (Rubin 1976) [28]: 

– the missing data mechanism is MAR. 

– the complete data parameter Dcomp can be decomposed as: 

Dcomp= (Dobs, Dmis) 
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– Dobs and Dmis are a priori independents. 

• MCAR: the probability of missingness is not dependent on any observed or 

unobserved data. That is, the probability of missing data on a variable T is not 

related to other variables values in the dataset and to the variable T itself. Some 

reasons that can explained MCAR data are equipment hazards, or users not 

providing data correctly (e.g: entering a rating above the max defined scale). 

Another way to think of MCAR is to note that in that case any piece of data is just 

as likely to be missing as any other piece of data [37]. In this case the corresponding 

pattern of missingness is arbitrary. 

 P(N|Dcomp) = P(N) (2.2) 

• MNAR: The probability of missingness is only dependent on unobserved data. 

How missing data occur 

These are some reasons that can explained why missing values may occur in datasets. 

• Not relevant to a particular case 

• could not be recorded when collecting data 

• ignored due to privacy concerns 

• unavailability of data 

• corrupt data due to data inconsistency 

• items not yet rated 
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2.2. Collaborative Filtering and the Sparsity Problem 

CF Has been the most widely and successful recommendation system method to 

date. The main goal of CF is recommending items to a user based on the preferences and 

tastes of other users. In their natural form, CF systems are not considering the content of 

the items at all, they rely wholly on the judgement of users to provide recommendations 

whether items are relevant [38]. CF is applied in various applications. 

Tapestry [39] is one of the first computerized CF systems. Tapestry was built for a 

small group of users. Thanks to Tapestry, users were able to winnow the information 

streams (emails and Usenet news articles). The evaluation of items by items were done 

by text annotation or by giving ratings (numeric or binary). Other users were then having 

the possibility to perform queries such as “ show me the items that Bob annotated with 

Excellent” etc. 

A similar approach is proposed by Maltz and Ehrlich’s “active collaborative filtering” 

allowing users to direct recommendations to their friends and colleagues through a 

Lotus Notes database [38]. Another system based on the same analogy was the Grundy 

system which can build user’s preference model to recommend relevant books to every 

user [41]. These systems as shown some limits (poor quality of recommendations as long 

as users number grows so precision get lowest). Then we assist to the apparition of 

automated collaborative filtering. These are systems using statistical approaches to 

compute neighborhood of users. Some of the automated collaborative filtering include 

the GroupLens Research [42][43] providing recommendations for Usenet items (news 

and movies). We can also quote Ringo [45] and Video Recommender [44] are 

respectively email and web systems generating recommendations on music and movies. 

Many other typically collaborative recommendation systems exist: Jester [53], 

Amazon.com [46] etc. 

As we showed in chapter 1 (section advantages of collaborative filtering over content-

based) and in the present section, collaborative filtering has been a substantial success 

but there are several problems that CF systems are still suffering from. We report these 
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hurdles in chapter 1. We are going next to be interested in specifically on the sparsity 

problem. 

 

2.2.1.  The Sparsity problem 

Collaborative filtering has two main goals: providing recommendations to users or 

making ratings predictions based on other users’ preferences and tastes. In typical CFRS 

users are represented by the items they have already evaluated, purchased, or rated. 

Therefore, for better performance of CBRS, the history of users’ preferences is necessary. 

Notwithstanding, user’s database is everlastingly scarce. Let us consider an online movie 

collaborative filtering system having 5 million items (movies). Every user will be 

represented by a Boolean matrix vector of 5 million movies. The Boolean matrix shows 

whether a user has evaluated a movie in the past. The evaluation is processed by 

providing ratings in a certain scale; let’s say an interval [1-5], 1 being the least value if a 

user did not like a movie. 

The user-item matrix |U|*|I| is represented as: 

 

                     

, k=1...5,  if  user  u  rated item  i

0,  otherwise
iu

k
R





                                                 (2.3) 

In many collaborative filtering large-scale systems, the couple number of users and 

number of items are very overwhelming. So, the user-item interaction matrix is intensely 

sparse; that is, in the interaction matrix R there are very scanty items whose value is not 

0. This hurdle is known as the sparsity problem. The sparsity issue includes two aspects 

[54]: 

• the number of users rating is very small compared to the number of items. 

• the overlapping number of two users’ ratings is very small. 
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Data scarceness is an inescapable problem in collaborative filtering and it has a 

great negative impact on collaborative filtering effectiveness. CF in sparse data results in 

loss of recommendation accuracy and performance. That is, because of the sparsity issue, 

it is tremendously plausible that the similarity between two users is zero, rendering 

collaborative filtering useless [55]. 

The cold-start problem supplementary, spotlights why it is necessary to solve the 

data scarcity issue. The cold-start problem in CF emphases the issue when a new user or 

a new item just enter the CF system [56]. CF is unable to provide suitable 

recommendations for a new user since this user does not have a purchase or ratings 

history. Comparatively, when a new item enters the system, CF is unlikely recommending 

it to many users since negligible users have been rated that item. The cold-start can be 

viewed as a special case of the sparsity problem, where much columns or rows of the 

user-item interaction matrix R are 0 [26]. 

Data sparseness is one of the major bottleneck in CF. Sparsity affects highly CF 

recommendations quality and system performance. Many researchers have focused on 

the sparsity problem proposing methods to address the issue. Some solutions have been 

proposed. This is what we are going to discuss in the following section. 

2.2.2.  Previous work 

Collaborative Filtering is a personalized recommendation system that has been 

extensively used in many areas [57][58][59] etc. However, the sparsity problem 

dramatically reduces user experience in CF systems. In order to improve 

recommendations quality and performance, many solutions have been proposed by 

researchers. 

Dimensionality reduction 

Essentially, dimensionality reduction approaches to alleviate the scarcity problem 

in CF, proceed by generating a substantial user-interaction matrix. Indeed, only users 
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having rated many items and items that have been highly rated by important number of 

users are considered. Predictions are then made by using the resulting reduced matrix. 

Basically, dimensionality reduction is known as complete case analysis. 

Breese et al. proposed a simple strategy of dimensionality reduction that consists of 

clustering items and users and then use the resulting clusters as basic unit in the 

prediction 

[60]. Better advanced techniques use statistical techniques such as Principal Component 

Analysis (PCA) [53], Latent Semantic Indexing (LSI) [55] and Singular Value 

Decomposition (SVD) [61]. 

Gong proposes another method et al., using combination of SVD and item-based 

recommendation system in CF. In this approach, the results of SVD are used to fill the 

missing values and then utilized item-based method to recommend items [73]. 

B. Sarwar et al. (2000) showed that dimensionality reduction can greatly improve 

recommendation quality in certain applications but also performs badly in others [61]. 

Some of the disadvantages of dimensionality reduction are: 

• Loss of information that leads to unreliable predictions. 

• Loss of efficiency; 

• Loss of money. It is costly to obtain data. 

Using hybrid approaches 

A different approach proposed by researchers to cope with the sparsity problem is 

by using hybrid recommender systems. Hybrid systems combine content-based and 

collaborative filtering to take advantages of both systems [75] [38] [76] [77] [74]. Indeed, 

with user-item interactions, hybrid techniques take advantages also of the similarities 

between items. These similarities are calculated based on items contents and lead to 
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more accurate predictions. However, hybrid approaches also have some disadvantages. 

In fact, item content information must be available otherwise they cannot be used. 

Furthermore, a meaningful metric for computing similarities between items should be 

used. 

In practice, it is costly to acquire item content information, or information may be 

unavailable in many well-known datasets; the similarity metric also sometimes is not 

immediately available. 

Content-boosted CF 

Content-boosted [78] [79] [18] like hybrid approaches require item content 

information and a similarity metric to compute similarities between items. A. Popescul 

et al. proposed a CF approach based on a unified probabilistic model to integrate content 

information to alleviate data scarcity [80]. 

Content-boosted CF prove great improvements in terms of recommendation quality. 

Nonetheless, they present the same disadvantages as like in hybrid systems. 

 

Implicit ratings 

Many CF systems attempt to fill up user ratings by observing and monitoring user 

behavior. The GroupLens Research system found that time spent reading an article on 

Usenet news articles system can be an effective rating measure [81]. Terveen L. et al. 

determined that URLs mentioned in Usenet postings after been filtered could be used to 

provide recommendations [84]. Further systems that explored user behavior or user 

history are Siteseer [83] and [82]. 
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Imputation methods 

Imputation techniques are class of procedures that consist of filling the missing 

ratings with estimated ones. Imputation methods are divided into two categories: single 

imputation and multiple imputation. 

• single imputation: filling missing data by a kind of predicted values. Most common 

single imputation methods are: mean imputation, cold deck imputation, hot deck 

imputation, and regression imputation [29]. Single imputation provides greater 

consistency, however leads to underestimation of standard errors (variance for 

example). Multiple imputation deal with this issue. 

• multiple imputation: instead of filling each missing data by a singular value, replace 

the missing value with a set of probable values representing the uncertainty about 

the correct value. 

Weiwei Xia et al. proposed an imputation method for dealing with the sparsity problem 

[5]. This study took advantage of user demographic information to fill the missing 

ratings. They assumed for example that users in the same age range may have similar 

preferences and then used available info to impute missing ratings. 

 

Transfer learning techniques 

Transfer Learning (TL) can be seen as the ability of a system to recognize and apply 

knowledge and skills learned from previous tasks to novel tasks [9]. The domain from 

where knowledge is taken is called auxiliary domain or auxiliary task; and the domain to 

which knowledge is transferred the target domain or target task. TL methods are 

collective [15][13] or adaptive [12][7] in collaborative filtering. In TL, one should ask 

three fundamental questions [11]: 
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• what to transfer: we are seeking for the part of knowledge that can be transferred 

across domains or tasks. 

• how to transfer: which algorithm is most suitable. 

• when to transfer: in which conditions and situations, transferring knowledge 

should be done. 

TL has been widely applied to collaborative filtering to reduce the sparsity problem. 

Bin Li et al. reduce sparseness in a book (target task) collaborative filtering system by 

transferring knowledge learned from a movie CF system (auxiliary task) [7]. The main 

drawback was that both target domain and auxiliary domain should have the same 

ratings scale. This problem is solved in the approach introduced by Wan et al. [8]. Missing 

ratings are filled up by applying TL via features tags. However, this method needed target 

domain and auxiliary domain having common tags which are used to describe the 

features of users. 

Graph based methods 

Graph-based approaches are category of methods that consider the user-item 

interactions matrix as a bipartite graph were each node represents a user and an edge 

(u, i) exists between a user u and an item i, if u has evaluated i. Furthermore, an edge (u, 

i) might have a weight w corresponding to the rating given by user u to item i. These 

methods are based on graph theoretic measures and demonstrated their capability of 

deriving global similarities between users or items. 

To alleviate the data scarcity in CF, F. Fouss et al. proposed such a method, where 

similarities between two users are computed as the average commute time between 

these users commute among their respective nodes in a random walk graph [30]. 

Another method using random-walk of the graph to compute similarities is proposed by 

M. Gori and A. Pucci [31]. The minimal hop distance of a graph and the spread activation 
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of the nodes in the graph are also respectively used as a similarity measure in [32] and 

[26]. 

Graph-based methods have demonstrated great impact on solving the sparsity 

problem, howbeit the main drawback of these methods is that in the prediction process 

there is often no good interpretation of the similarity measures [6]. 

Association retrieval 

The origin of association retrieval is in statistical studies of relationships between 

terms and documents in a text collection [4]. 

In CF, association retrieval techniques consist of exploring transitive relationships 

among users to address the sparsity problem. The basic rule of thumb behind association 

retrieval is, based on user-item interactions matrix build a graph model of items and 

users and then using this graph to find relationship between users and items in order to 

improve recommendation quality. In our daily life, this idea is also reflected. For example, 

if Bob is Alice’s friend and Mat is Bob’s friend, Alice can recommend a recipe to Mat since 

Bob is the transitive relationship between them. 

Yibo Chen et al. make use of this assumption to propose a method improving 

recommendation precision in CF [4]. Another approach has been investigated by Zan 

Huang, Hsinchum Chen et al. [26]. The effectiveness of these approaches in solving the 

sparsity problem was evaluated and proved; and they demonstrated better 

recommendation quality, but they suffered from the scalability problem as long as users 

or items enter the system. In addition, they fail in expressing formally the subjective 

notion of the associations. 

Trust approaches based on user social network 

To deal with the sparsity problem some researchers have applied Social Network 

Analysis (SNA) to collaborative filtering. Kaya H. and Alpaslan proposed a one-class CF 

based on SNA to address ratings scarcity. In this CF system, a comparison of social 
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networks belonging to specific domains against those belonging to more generic domain 

is done in terms of their usability [33]. Mingjuan Zhou presented a book recommendation 

system based on web social network. The problem of social trust has been analyzed and 

a model of social trust based recommender was been built [25]. 

Trust is defined as one’s belief toward others in providing accurate ratings relative to the 

active user [2]. Social trust takes advantage with the development of social network in 

addition to transitive associations between users to build CF systems that are not 

sensible to data scarcity problem (users sharing the same social community seem to have 

similar preferences). Trust information can be explicitly collected directly from users (u1 

specify u2 and u3 as his trust neighbors) or implicit that is, inferred from users’ ratings 

information. 

Guibing Guo et al. proposed a merge trust CF system to deal with data sparsity and 

cold start problem. In this system, the ratings of trusted neighbors of an active user are 

merged by taking the average rating on the commonly rated items based on the extent to 

which trust neighbors are similar to the active user [2]. Three steps to make 

recommendations: 

• identification and aggregation of the active user ’s trusted neighbors. 

• merging trusted neighbors’ ratings into a single value for each item. 

• probing similar users based on the merged ratings profile and recommendations 

generation. 

Manos Papagelis, Dimitris Plexousakis and Themistoklis Kutsuras work on a system 

based on trust inferences. Instead of reducing the user-item interactions matrix, they 

proposed a method that made use of users’ additional information to define transitive 

properties between users in the context of a social network. Then, they develop a 

computational model that allow the analysis of users’ transitive similarities based on 

trust inferences for alleviating the sparsity problem [72]. However, most of the existing 
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trust-based are based on explicit trust specify by users; this information may be 

unavailable because of privacy concerns for example. 

Exploring novel similarity metrics 

Most CF approaches are based on similarity metrics such as cosine, Pearson 

correlation coefficient and mean squared difference [62]. These measures have 

demonstrated their ineffectiveness in the situations where users-items interactions 

matrix is very sparse. Indeed, it is not possible to compute neighborhood when the 

available data is not sufficient. Methods exploring new similarities metrics have been 

proposed attempting to solve matrix sparseness and improve accuracy. 

H. J Ahn introduced a new similarity measure called Proximity-Impact-Popularity 

(PIP) where 3 main aspects are considered: proximity, impact, and the popularity of the 

user users ratings. This measure does not consider the global preference of the users’ 

ratings, it considers only local similarity computation [47]. 

Jamali and Ester proposed a similarity metric able to weaken the similarity of small 

commonly items between users. This measure is based on the sigmoid function [48]. 

Bobadilla et al. [50] proposed a similarity measure which is the combination of the 

Jaccard metric [49] and mean squared difference [51], by assuming that these measures 

are complementary. Another measure called Mean-Jaccard-Difference (MJD) based on 

the same assumption has been developed to solve the sparsity problem. 

F. Ortega presented a similarity metric based on singularities emphasizes that 

traditional similarity measures can be improved by using contextual information. 

Similarity is calculated in three steps [52]: 

• categorizing users’ ratings as positive and negative. 

• computing the singularity values of each user and each item. 

• replace the similarity with the singularity value. 
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This approach demonstrated its effectiveness, furthermore has been improved: a 

significance based similarity metric was revealed. This measure was combined with the 

traditional Pearson correlation or with the cosine similarity. Significance metric consists 

first of calculating three types of significance: 

• the significance of an item. 

• the significance of a user to recommend to other users. 

• the significance of an item for a user. 

Then, traditional Pearson correlation or cosine similarity is used to compute the 

similarities between users accordingly to the significance. 

Christian Desrosiers and George Karypis proposed CF system based on indirect 

similarities to address the sparsity problem. They proposed a new way of computing 

global similarities based on a system of equations relating user similarities to item 

similarities [6]. This system’s metric is similar to the graph based CF systems using graph 

theoretical measures, however in contrast to these methods, easily take into 

consideration content-based similarities. 

 

Data smoothing 

Data smoothing is another method proposed to alleviate the sparsity problem and 

improve recommendation performance. Cluster-based smoothing method is proposed 

by X. Gui Rong et al. to handle data sparsity. This CF framework is a hybrid system 

combining memory-based and model-based methods that aim to produce 

recommendations by group of closely related users [34] and supporting Support Vector 

Machine [85]. Another cluster smoothed based methods was presented by Aulia 

Rahmawati et al. to cope with the data sparsity hurdle using random neighbor selection 

mechanism [40]. 
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BP neural networks [35] and zero-sum reward and punishment mechanism [36] are 

also smoothed methods used to smooth missing ratings in CF for better accuracy. 

In this chapter, we introduced first the missing data theory that is subdivided into 

mechanism of missingness and pattern of missingness. The latter just emphasizes how 

missing values are missing in a dataset, while the former is the probabilistic definition of 

the missingness. We show that mechanism of missingness is MAR, MCAR or MNAR. In 

collaborative filtering, most of the proposed methods to handle data sparseness are 

assuming that missing ratings are missing at random (MAR) [14]. 

Then, we presented more in details CF and the sparsity problem. It appears that 

sparsity is a major bottleneck that may affects recommendations accuracy and 

performance. 

Finally, we discussed some of the methods proposed by researchers to address data 

scarceness in CF systems. We did not present all the existing methods, we looked for 

papers cited at least three times in different work. We showed also that these methods 

still have some limitations. Many works have been done to address the sparsity but it still 

remains an emerging research area. In the next chapter, we will present a novel 

algorithm for alleviating sparsity in CF.  
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3. PROPOSED ALGORITHM 

In the previous chapter 2/section 2.2, we focus on the sparsity problem and 

presented some existing methods to handle this issue in CF. We have seen that several 

methods have been presented by different researchers, each with its advantages and 

disadvantages. 

In this chapter, we will be proposing a new way to deal with data sparseness and 

cold start problems in CF. The method we are going to present takes advantages of Social 

Network Analysis (SNA). Indeed, with the development of social network, additional 

information can be incorporated from diverse sources to cope with data scarcity in CF. 

This additional data include friendship [66], membership [70] [65] and social trust [71] 

[63]. Among these three sources, social trust is seen as the most reliable and the less 

ambiguously [2]. 

Trust can be seen as the belief of the active user toward others in providing accurate 

ratings relative to his own preferences [2]. Implicit trust [68] [69] and explicit trust [67] 

[64] have been explored in the literature. The latter trust is inferred for example from 

users’ ratings while the former is directly defined by the users. 

3.1.  The Graph Based Trust Method 

The graph based trust method is decomposed in three main processes. Firstly, by 

using active user’s explicit trust ratings matrix, an oriented graph is built. Each node 

representing active user’s trust neighbors and their respective neighbors. Every edge 

represents the trust relationship binding two users. Edges are also weighted, each weight 

representing the corresponding explicit rating between two users. 

Secondly, active user’s new rating matrix profile is built based on the weighted 

oriented graph matrix. Thirdly, we compute similarities and provide item rating 

predictions for active user. 
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3.1.1.  Used notations 

The following notations will be used throughout this chapter. All items, users and 

all given ratings are specified as I, U, and R respectively. The symbols mu  and pi  are 

used to denote a specific user and item respectively; m ⊂ U, p ⊂ I. 

In addition, ,m pu ir   is used to denote the fact that user mu   has rated item pi , 

accordingly to a specified rating scale for example from 1 to 5. One of the goals of 

collaborative filtering can be defined as given a user-item interaction matrix ( mu , pi , 

,m pu ir ), produce a reliable prediction ( mu , pi , ?) for user um on item pi . The produced 

prediction rating is noted as, ,
ˆ
m pu ir  .                                          

The set of trust neighbors that might have been identified by the active user in trust-

aware CF is denoted as 
mu

TN . A trust value , [1, 5]
m tu ut   is also specified by an active user 

mu to denote the level of trust he has toward his trust neighbor tu . The trust rating 

value is used as the graph edges weight while building active user’s trust network graph. 

With the aim to build the active user new profile, based on the graph, we are taking 

into account the min weight to reach a trust neighbor node and the number of edges of 

distance. The new profile trust rating is denoted as ,u um t
tr and we denote by d  the 

number of edges we go through before reaching a trust user node. 

3.1.2.  Building active user trust based new rating profile 

To build the active user new rating profile, first his trust network is implemented. 

This network is built through an oriented graph where each node represents active user 

direct trust neighbor or the trust neighbors of the ones of the active user. Weighted edges 

are linking two nodes and the weight represents the extent to which a user believes in 

his neighbor. That is the weight is equal to ,m tu ut . To compute the new rating, we took 

into consideration the distance d representing the number of edges and the cost to reach 
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a node minw , where minw  is calculated by using Dijkstra’s algorithm or any algorithm that 

help computing shortest path. The active user new profile trust rating ,u um t
tr is 

calculated as: 

,

,( * )

( )

u pm

u um t

m in
TN i

t
m in

w
r

dr
w

d





      (3.1) 

In equation 3.1, ,u pm
T N ir  defined the set of items rated by active user’s trust neighbors 

composing his trust network. The process of calculating continues until all the items 

rated by at least a trust neighbor have been covered. Then, the active user new trust 

dense ratings profile is created. In addition, we also consider two conditions: 

,

,

,

, ,

,
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r t r

t

r t r

min if r min
r

max if r max


 


    (3.2) 

Where in Equation 3.2 rmin  and rmax  are respectively the lower bound and the upper 

bound of the rating scale interval. 

After establishing the active user trust network and producing his new trust rating 

matrix, we now have a denser matrix to calculate the similarities between the users and 

produce predictions on a common rated item. 

 3.1.3.  Providing predictions 

Based on the formed active user rating profile, we compute the similarity between users. 
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Several similarity measures exist in the literature, cosine similarity [24] Bayesian 

similarity [23]... In this work, we are going to use the Pearson Correlation Coefficient 

(PCC). PCC similarity formulae is indicated as following: 
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where ,u vS denotes the similarity between two users u and v. Generally, , [ 1,1]u vS   ; 

,u v u vI I I   is the set of the commonly rated items by user u and user v. 

We can have three similarity correlation types based on the value of ,u vS between two 

users u and v. 

 

,

0, then there is no correlation between u and v 

0, then u and v have positive correlation

0, then there is opposite correlation between u an v

 

d 
u vif S




 


 

 

After computing similarities between users, a set of nearest neighbors to the active user 

is established based on the values of similarity and is noted NNua, where ua indicates the 

active user. Then, all the ratings of NNua are aggregated to provide a prediction on an 

item ip for the active user ua. Many predictions formula are available in the literature, but 

here we will use the weighted average prediction formulae because in the previous work 

related to ours [2] [67], that formulae have been used. Weight average is calculated as: 

 

 

(3.4) 



 

34 

, ,

,

,

( )

ˆ
| |

a p

ua

a p

a

ua

u v v i
v NN

u i

u v
v N N

S r

r
S











                                   (3.5) 

3.2. Example Using Graph Based Trust 

Our aim, is to present in this section an example of the graph based trust method in 

action. We are going systematically to produce prediction for a selected item. We suppose 

that, we have nine users and nine items. We have also the user-item matrix table 3.1 

which is very sparse. Our goal is to generate a prediction on item i5 specified by a question 

mark, for active user u1. We denoted by uk  and ij, respectively the set of users and the set 

of items; where k,j ∈ [1,9]. As showed in the table 3.1, users have rated few items by 

providing 

explicit ratings on the scale [1-5]. 

Users have also expressed explicitly as in table 3.2 their trust neighbors. Trust values 

are specified in the range of [1-5], 1 meaning the lowest trust and 5 the highest trust value. 

The active user u1 has reported u2 and u3 has his trust neighbors. The active user’s trust 

neighbors have also reported their trust neighbors and so on. 

The first step of the graph trust method is to establish the active user trust new 

rating profile. To achieve this goal, we have first to produce the active user trust network. 

This is done by linking the active user trust neighbors and the trust neighbors of his trust 

neighbors together. The trust network is represented by an oriented graph, where each 

node represents a trust neighbor and the weighted edges represent the trust links 

between two users. Weights denote the extent to which a user believes in his trust 

neighbor in providing accurate ratings. The trust network of active user u1 is shown if 

figure 3.1. We are using a directed graph which implies that the trust information is 

asymmetric; that is, u1 trusting u2 does not imply u2 trusts u1. 
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Table 3.1. User-item matrix 

 

User-item matrix i1 i2 i3 i4 i5 i6 i7 i8 i9 

u1 - - 5 - ? - - - - 

u2 5 - 4 - 3 - - 2 - 

u3 - 4 - 3 - - - 1 - 

u4 3 - 5 - 2 - - - - 

u5 - 4 4 - 3 - - 3 - 

u6 - 3 3 5 5 - - - - 

u7 - - - - - - 5 - 4 

u8 - - 4 - 2 - - 1 - 

u9 - - 4 - 5 - - 5 - 
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u 2 

u 3 

u 4 u 5 

u 6 

5 

4 
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1 

5 

5 
1 
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Figure 3.1. User u1  trust network 
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Table 3.2. User-user trust matrix 

 

User-user trust matrix u1 u2 u3 u4 u5 u6 u7 u8 u9 

u1 - 5 4 - - - - - - 

u2 - - 3 4 - - - - - 

u3 - 2 - 5 - - - - - 

u4 - - - - 3 - - - - 

u5 - - - 1 - 5 - - - 

u6 - - 4 1 - - - - - 

u7 - - - - - - - - - 

u8 - - - - - - - - - 

u9 - - - - - - - - - 

 

The second step consists of producing active user’s new trust ratings profile. The 

aim of this step is to produce a denser matrix that will help computing similarity between 

the active user u1 and the other users composing his trust network. Before calculating 

similarity between users, we have first calculated the distance between them. As we said 

before, in section 3.1.1 two distance metrics are considered: the number of edges to 

reach a trust node d and the cost wmin. We summarize in table 3.3 d and wmin. The distance 

wmin is the shortest path from starting node u1 to other nodes and is calculated using 

Dijkstra’s algorithm. 
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Table 3.3. d, wmin and u1 new trust rating profile 

set of users u1 u2 u3 u4 u5 u6 

d 0 1 1 2 3 4 

wmin 0 5 4 9 12 17 

The active user new trust rating profile can now be generated by using equation 3.1. 

Let us calculate ru1, i1. Item i1 has not been rated by user u1, but have been rated by u1 

trust neighbors composing his trust network. We can see that, on item i1, u2 gave 5 and 

for u4 3 is given. The number of edges d from u1 to reach u2 and u4 are respectively 1 and 

2. 

Concerning the shortest path from u1 to u2 and u4, wmin is respectively 5 and 9. 

So, we have: 
1 1,

9
( 5 * 5 3 * )

2 4 . 0 5
9

( 5 )
2

u ir


 



We proceed like we did for 
1 1,u ir  to build u1 new rating trust profile by covering all

the items rated by at least one of u1 trust neighbors. The complete profile is shown in 

table 3.4. In this example, we have considered the trust neighbor who’s the distance d, 

they are far from the root node u1 is less or equal to 3. This is the reason explaining why 

we did not consider u6 rating on item i5 while calculating 
1 5,u ir . 
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Table 3.4.  u1 new trust rating profile 

set of items             i1           i2             i3       i4         i5     i6         i7        i8     i9 

We are now able to compute similarity between u1 and other users. This calculation 

is done by using Pearson Correlation Coefficient (PCC), like shown in equation 3.3. We 

have reported in table 3.5 similarity results. 

Table 3.5. Similarity between u1 and other users 

set of users u2 u3 u4 u5 u6 u7 u8 u9 

u1 0.83 0.98 0.94 0.94 -0.92 - 0.99 -0.97 

Prediction on item i5 for active user u1 can then pre-generated based on table 3.5 results 

and equation 3.5. 

1 5,

3*0.83 2*0.94 3*0.94 2*0.99
ˆ 2.48

0.83 0.94 0.94 0.99
u ir

  
 

  

The predicted value on item i5, 
1 5,

ˆ 2 .48u ir   based on solely trust neighbors and 

1 5, 2.66u ir   based on similarity between users are less different. This is due somehow on 

the conditions we observed in this experiment; that is holding distance 3d  , implying 

not considering 
6 5,u ir

r u 1 ,i j 4.05 2.0 4.86 3 2.66 - - 2 - 
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3.3. Known Issues and Limitations 

The major drawback of trust based graph algorithm is the unavailability of data. 

Like hybrid approaches proposed in [7] [75] [74] [38] [77] [76] the proposed algorithm 

is not effective when trust data is not available. In our work, we used random data to 

calculate the prediction for a given item (in our case prediction on item i5 for user u1).  

The second issue raises from using random data. In fact, we did not drive 

experiments to test the effectiveness of our proposed algorithm. A future work will be 

acquiring state of the art well-known dataset having trust data or infer implicitly trust 

data from users’ ratings. Then split this dataset in 3 parts (train, test, validation), conduct 

experiments and evaluate the effectiveness of graph based trust algorithm. 

Third, an issue raised on how to acquire trust data. It should be noted that user-

trust data presented on Table 3.2 is completely theoretical. Explicit trust data acquiring 

can be sometimes impossible to achieve due to for example privacy concerns (Users not 

wanting to share their information). A solution to this problem is to prioritize the using 

of implicit trust ratings. Trust data can then be acquired from the users’ behavior (clicks, 

followed links, time spent on viewing items….). A second implicit trust data acquiring can 

be by inferring directly trust ratings from users given ratings on items. Research has been 

made in this way, O’ Donavan et al. [68], Lathia N et al. [86], Hwang C. et al [87], Papagelis 

M. et al. [72], Shambour and Lu [88] proposed different functions shown in the following

table 3.6.



 

40 

Table 3.6. Inferring implicit trust metrics 

Trust Metric Computation function 

 

O’ Donovan and Smyth [68] ,

| ( ) |

| Re ( ) |
u v

CorrectSet v
t

cSet v
   

, , , ,( , )u i v i u i u iCorrect r r P r    

 

Lathia N. et al. [86] 
,

, ,

,

,

| , |1
(1 )

| |
u v

u i v i

u v
i Iu v max

r r
t

I r

    

 

 

Hwang Chen et al. [87] 
,

, ,

,

,

| , |1
(1 )

| |
u v

u i u i

u v
i Iu v max

p r
t

I r

    

, ,( )u i u v i vp r r r     

 

Shambour and Lu [88] 
,

, , , 2
,

,

| | 1
(1 ( )

| | | |
u v

u v u i u i

u v
i Iu v u n max

I p r
t

I I I r





    

 

 

Papagelis M. et al. [72] 

, , ,

,

, if    , | I  |  

0,

u v u v s u v i

u vt

otherw

S

e

S

is

 


 



 

  

, ,

, 2 2
, ,

( )( )

( ) ( )

i u i u v i v

u v

i u i u i v i v

r r r r
S

r r r r

  


  
  

 

 

Finally, we must define d (the shortest path in terms of number of edges between an 

active user and its given trust neighbor). Here we use the threshold 3d  , and we did not 

consider the active user ‘s trust neighbor composing its trust network having greater 

than 3. 

 

 

 

 

 

 

 

 



 

41 

4. CONCLUSION 

We organized this thesis in four chapters. In the first chapter, a brief preview of 

recommender systems was presented. We presented the existing types of systems, their 

advantages, and the challenges these systems are experiencing. 

In chapter 2, CF and the sparsity problem were presented. We first introduced the 

missing data theory and emphasize how missingness occur in datasets; then we 

presented in more details the sparsity problem in CF. We showed that data scarceness is 

one of the major bottlenecks for the effectiveness of CF in terms of accuracy of 

predictions, recommendations, and performance. Finally, we proposed a substantial 

number of methods that have been proposed by researchers to handle data sparsity in 

CF. These methods have shown their effectiveness but also have some drawbacks. 

In chapter 3, we proposed a new method named graph based trust for coping with 

sparsity and cold users in CF. This method is essentially based on trust recommender 

systems; and have been inspired by previous work proposed by [67] [2]. One of this 

method major drawbacks is that, it cannot be used in the situations where additional 

information is unavailable. 

Our objectives for future work is applying the graph based method on state of the 

art well-known datasets and taking into account implicit ratings as explicit trust 

information can be missing for example due to privacy concerns. 
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