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ABSTRACT
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Collaborative filtering (CF) has become very populan the Internet.
Although CF systems are widely used, they have ouari challenges in
recommendation process. The first one is colleatibusers’ private data. For better
referrals, such systems need quality data; howeliex,to privacy concerns, users
hesitate to send their private data or they mightifalse data. The second challenge
is that CF systems provide referrals on existintalo@ses compromised of ratings
recorded from groups of people evaluating varidems; sometimes, the systems’
ratings might be split among different parties. Taeties may wish to share their
data; but they may not want to disclose their dakee third challenge is optimizing
problem. Online computation time increases withnaeigting number of users/items.

In this thesis, approaches are proposed to overcdm#enges for naive
Bayesian classifier (NBC)-based CF algorithm. A rselveme is proposed to produce
NBC-based recommendations while preserving usersvagy by utilizing
randomized response techniques (RRT). To offers@vices on distributed data
between two parties without violating their privagolutions are provided. And
finally, a method is proposed for optimizing privgareserving NBC-based CF
scheme usingi-modes clustering. To assess the proposed schexpgs,iments are
conducted using real data sets. The solutions aaéyzed in terms of accuracy,
privacy, and additional costs. After drawing comsabuns, future works are presented.

Keywords: Collaborative Filtering, Privacy, Naive Bayesiam€3ifier, Performance,
Randomized Response Techniques



OZET
Yuksek Lisans Tezi

BASIT BAYES SINIFLANDIRICI TABANLI G iZLiLiGI KORUYAN
ISBIRLIKCI FILTRELEME

Cihan KALEL 1

Anadolu Universitesi
Fen Bilimleri Enstitlsi
Bilgisayar Muhendisligi Anabilim Dali

Danisman: Yard. Do¢. Dr. Hiseyin POLAT
2008, 75 sayfa

Isbirlikci filtreleme (IF) Internet'te kullanilan ¢ok popiiler bir teknik haline
gelmistir. IF sistemleri cok yaygin kullaniimalarinagnaen bu sistemlerin bazi
problemleri vardir. Bunlardan ilki kullanicilarinzg verisini toplamaktir. Daha iyi
Onerilerde bulunmak icin bu sistemler kaliteli weriihtiya¢ duyarlar; fakat gizlilik
nedeni ile kullanicilar dzel verilerini gondermekereddut ederler veya yagveri
gondermeye karar verebilirleikinci problem ise bazen 6neri igin kullanilacakilesr
iki farkh grup arasinda paydmis olabilir. Bu iki grup verilerini birlgtirmek
isteyebilirler ama gizlilik endelerinden dolay! birbirlerine verilerini gostermek
istemeyebilirler. Uglincti problem ise iyteme problemidir. Kullanici ve urin
sayilarinin artmasi ile cevrimici hesaplama siaesir.

Bu tezde, basit Bayes siniflandirici (BBS) tab#alkalgoritmasinin sorunlarini
gidermek icin yontemler Onerilgtir. Rastgele cevap teknikleri kullanilarak BBS
tabanli dnerilerin kullanicilarin gizlgini koruyarak gerceklkgirecek yeni bir yontem
sunulmutur. Iki grup arasinda bolunmiveriden bu gruplarin gizliliklerini koruyarak
IF servisleri tUretmek icin ¢cozumler onerilii. Son olarak, k-mod kiimeleme
algoritmasi kullanilarak gizlifi koruyan BBS tabanliF algoritmasini iyilgtirme
yontemi sunulmgtur. Coézumlerin dgruluk, gizlilik ve ek maliyetler acisindan
analizleri yapilmgtir. Sonuclar aciklandiktan sonra gelecekte yaminmanlanan
isler sunulmugtur.

Anahtar Kelimeler: Isbirlikci Filtreleme, Gizlilik, Basit Bayes Siniflahrici,
Performans, Rastgele Cevap Teknikleri
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1. INTRODUCTION

Many e-commerce sites employ recommender systenmeitease their sales
while suggesting products to customers. Also, msegrch engine developers and
vendors use recommender systems for increasing’ usatisfaction by predicting
user preference based on the user behavior. Recodemeystems are implemented
in commercial and non-profit web sites to predibe tuser preferences. For
commercial web sites, accurate predictions mayltrésihigher selling rates. The
main functions of such systems include analyzingr ukata and extracting useful
information for further predictions. These systeams designed to allow users to
locate the preferable items quickly and to avoiel plossible information overloads.
Recommender systems apply data mining techniquedetermine the similarity
among thousands or even millions of data. Therehaee major processes in these
systems: data collections and representations, lasityi decisions, and
recommendation computations. Recommender systerpiemifferent techniques.
Collaborative filtering (CF) is one of such techueg and it is widely used by many

online vendors [10].

1.1  Collaborative Filtering

CF aims at finding the relationships between anveactiser & and the
existing data, which contains lots of users’ datéutther determine the similarity and
provide recommendations. It is an assumption thatilag users have similar
preferences in CF [20]. In other words, by finduggrs that are similar smand by
examining their preferences, the recommender systanpredict’'s preferences for
items and provide a ranked list of items, whiehwill most probably like. CF
generally ignores the form and the content of tkens and can therefore also be
applied to non-textual items [20]. It can detedationships between items that have
no content similarities but are linked implicitlgrough the groups of users accessing
them

CF compares users according to their preferendds Therefore, a database

of users’ preferences must be available. The préms can be collected either



explicitly or implicitly. In the first case, the ess participation is required. The user
explicitly submits her rating of the given item.cBurating can, for example, be given
as a score on a rating scale from 1 to 5. The onphtings, on the other hand, are
derived from monitoring the user’s behavior. In tumtext of the Web, access logs
can be examined to determine such implicit prefaeen For example, if the user
accesses the document, she implicitly rates itthef@ise, the document is assumed
to be rated O by the user.

There are two main approaches of CF algorithms.s&h&pproaches are
memory- and model-based CF. In addition, theréngibeid CF approaches.

Memory-based algorithms utilize the entire usemitgéatabase to generate a
prediction [61]. These systems employ statistieehhiques to find a set of users,
known as neighbors that have a history of agreeiriy a. Once a neighborhood of
users is formed, these systems use different &hgosito combine the preferences of
neighbors to produce a prediction or tdprecommendation (TN) form. The
techniques, also known as nearest-neighbor orhessd CF, are more popular and
widely used in practice.

Model-based CF algorithms provide recommendatignddveloping a model
of user ratings. The model building process is qrened by different machine
learning algorithms such as Bayesian network, etusg, and rule-based approaches.
The Bayesian network model [5] formulates a proltitd model for CF problem.
The clustering model treats CF as a classificgpimblem [1, 39, 65]; and works by
clustering similar users in the same cluster, estimy the probability that a particular
user is in a particular clust€l, and from there computes the conditional probigbili
of ratings. The rule-based approach applies agsmtieule discovery algorithms to
find association between co-purchased items andn thgenerates item
recommendation based on the strength of the as®ocizetween items [59].

GroupLens [35, 55] introduce an automated collabarafiltering (ACF)
using a neighborhood-based algorithm. The Ringoid¢/Becommender [62] and the
Bellcore Video Recommender [23] describe a techmitpr making personalized

recommendations from any type of database. ResmdkVarian [54] assume that a



good way to find interesting content is to find etipeople who have similar interests
and then recommend titles that those similar ugers

Breese et al. [5] describe several algorithms féf, @cluding techniques
based on correlation coefficients, vector-basedlaiity calculation, and statistical
Bayesian methods. They compare the predictive acguf the various methods. In
[4], Billsus and Pazzani present a learning alparithat addresses the limitations of
CF approaches. Their proposed method is basedneendionality reduction through
the singular value decomposition (SVD) of an ititizatrix of user ratings. SVD is
used for dimensionality reduction to improve thef@enance of CF algorithm [60].
Sarwar et al. [58] define and implement a modelifitegrating content-based ratings
into a CF system. Data clustering and partitioratgprithms are applied ratings data
in CF [41, 65]. Gupta et al. [21] adopt off-lineinmipal component analysis (PCA)
and clustering in an effort to develop a more @fic recommendation algorithm,
which is a model-based algorithm. Fisher et al] [ii&sent Java-based framework
for building and studying CF systems.

Miyahara and Pazzani [40] propose an approachCierbased on naive
Bayesian classifier (NBC). Chen and George [13ppse a Bayesian approach for
the problem of predicting missing ratings from tbbserved ratings. A unified
probabilistic framework is proposed by Popescudlef52] for merging collaborative
and content-based recommendations. Herlocker €f22]. present an algorithmic
framework that breaks the prediction process irdmmonents; and they provide
empirical results regarding variants of each corepbnSarwar et al. [59] compare
the performance of several different recommendgordhms and show the results.
Chandrashekhar and Bhasker [9] introduce a new mebased approach to ratings
based CF. Unlike existing memory-based CF appra&dhes approach exploits the
predictable portions of even some complex relatips between users while
selecting the mentors for am through the use of the novel notion of selective
predictability, which can be measured using theogrytmeasure.

Goldberg et al. [19] describe Eigentaste, a newrdlgn that applies Pearson

correlation coefficient to a dense subset of thiaga matrix. Lemire [37] modifies a



wide range of the filtering systems to make themlescand translation invariant.
Kleinberg and Sandler [34] identify certain paragngtof mixture models and show
that for any system in which these parameters atmded, it is possible to give
recommendations whose quality converges to optasahe amount of data grows.
Chen and Jin [11] propose a new CF algorithm basddfluence sets. They define a
new prediction computation method. Chen and Che&rj propose a novel CF
methodology for product recommendation when thefepeace of each user is
expressed by multiple ranked lists of items.

Pennock and Horvitz [46] propose a hybrid CF methetich is called
personality diagnosis. Given a user preferencessdéone items, they compute the
probability that she is of the same personalityetys other users, and, in turn, the
probability that she will like new items. Su et 4] propose hybrid CF algorithms,
sequential mixture CF and joint mixture CF, eacmbming advice from multiple
experts for effective recommendation. These prapasgbrid CF models work
particularly well in the common situation when dat& very sparse. Lekakos and
Giaglis [36] propose recommendation approachesftiiaiwv the CF reasoning and
utilize the notion of lifestyle as an effective useharacteristic that can group
consumers in terms of their behavior as indicatedconsumer behavior and

marketing theory.

1.2  Challenges of Collaborative Filtering

Although CF systems are very popular and widelydugbey have some
challenges. Today'’s filtering systems have a nunobelisadvantages [71]. The most
important one is that they are a threat to indiglduprivacy. The individuals share
their data with data vendors, so there are sevesiad for individuals’ privacy [14].
One of them is unsolicited marketing. Another rniskhat users’ profiles might be
used in criminal case. Most online vendors colitomer buying information and
preferences. Such data is valuable asset, and lhd®n sold when some e-companies
suffered bankruptcy. Some people might divulgertiiormation if they can get

benefits. These benefits can be purchase discaseful recommendations, and



information filtering. According to a survey conded in 1999 [15], the privacy
fundamentalists are concern about any use of ta¢a and they generally unwilling
to provide their data to web sites. The pragmagimgbe are also concerned about data
use, but less than the fundamentalists. They dféee specific concerns and they can
be addressed using particular tactics. The maigicahcerned users are generally
willing to provide data to web sites under almasy aondition, although they often
express a mild general concern about privacy.

Two different data owners might want to merge tliita for producing more
accurate predictions while protecting their indiwadl privacy. This is another privacy
issue in CF systems. Prediction qualities of arfittg system might increase if these
data owners are able to share their data for ifigeservices. Combining data may
help CF systems to overcome difficulties causedgarseness of data and to improve
recommendations’ accuracy.

CF systems can produce accurate referrals when ersnab users/items that
they have increase. Although increasing the numhdrausers/items improves
accuracy level, they increase run time of the systeo. This is an important
challenge for CF systems. For efficiency of CF eys, this challenge must be

overcome.

1.3  Privacy-Preserving Collaborative Filtering

Canny proposes two schemes for privacy-preservoighborative filtering
(PPCF) [7, 8]. In the first one, he describes a n&thod for CF, which protects the
privacy of individual data. His method is based amrobabilistic factor analysis
model. Privacy protection is provided by a peepéer protocol. The factor analysis
approach handles missing data without requirincaulefvalues for them. In the
second schema, he proposes an alternative moddtiah users control all of their
log data. He describes an algorithm whereby a comiynof users can compute a
public “aggregate” of their data that does not esepindividual users’ data. The

aggregate allows personalized recommendations twbguted by members of the



community, or by outsiders. Canny uses homomorpharyption to allow sums of
encrypted vectors to be computed and decryptedwutitexposing individual data.

Berkovsky et al. [2] propose a novel approach teroeme the inherent
limitations of CF (sparsity of data and cold stday) exploiting multiple distributed
information repositories. These may belong to alsindomain or to different
domains. To facilitate their approach, they use d\mice, a multi-agent
communication infrastructure that can connect simiformation repositories into a
single virtual structure called implicit organizati Repositories are partitioned
between such organizations according to geograplucatopical criteria. They
employ CF to generate user-personalized recommendabver different data
distribution policies. This approach eliminates theage of server. Individuals
provide their recommendations.

Hurt et al. [25] present a tool called “iOwl”, wkhicaddresses privacy
concerns. They use an agent—based approach itriaudesd environment to provide
recommendations. They address the problem thainerhand side, a vast amount of
valuable data is created, while people surf the arehy on the other hand, these data
are lost for further searches. iOwl is based oningitechniques to generate profile
data out of the click stream. The system helpgdgtss to share information. An agent
collects meta data about the surfed web sites,epsothe data, and exchanges the
results with other agents. This helps the usehefagent system to gain additional
knowledge about her current interest.

Polat and Du [48] employ randomized perturbatienhhiques (RPT) to
achieve PPCF. In their schemes, users perturb dagr by adding randomly created
numbers to their numerical ratings. Since the ugerturb their data, the data owners
can not learn the original ratings. Although useesk their ratings, CF systems can
still produce accurate and private recommendatimiisg their schemes. In [47], the
authors discuss achieving private referrals on -tem similarities. They use
randomized response techniques (RRT) to perturts’'udata. Partitioned data-based
PPCF is discussed in [50]. They propose schemes prioduce private

recommendations on integrated data without affgctohata owners’ privacy.



Moreover, they discuss privacy-preserving protodols providing predictions on
vertically or horizontally partitioned data. In [Polat and Du propose a PPCF with
inconsistently masked data.

Parameswaran and Blough [45] propose a framework diofuscating
sensitive information in such a way that it pratecddividual privacy and also
preserves the information content required for CThe proposed framework also
makes it possible for multiple e-commerce siteshare data in a privacy-preserving
manner. They apply different obfuscation techniquwe€F and study their affects to

the prediction accuracy.

1.4  Privacy-Preserving Data Mining on Partitioned Data

Privacy-preserving data mining (PPDM) on patrtitidraata is an important
subject in e-commerce. lonnidis et al. [26] présan extremely efficient and
sufficiently secure protocol for computing the gwoduct of two vectors using linear
algebraic techniques. They demonstrate superiorforpeance in terms of
computational overhead, numerical stability, ancuséy. Vaidya and Clifton [67,
68, 69] present privacy-preserving methods foredd@ht data mining tasks on
vertically partitioned data (VPD). In [67], they drdss the problem of association
rule mining, where transactions are distributeds€rsources. In [68], they present a
method fork-means clustering when different sites containedéint attributes for a
common set of entities. Each site learns the dludteach entity, but learns nothing
about the attributes at other sites. In [69], ththars propose a solution for privacy-
preserving method for NBC-based CF on VPD.

Several existing cryptographic techniques are usedcreate a privacy
preserving NBC for horizontally partitioned dataRBl). One of the studies for this
purpose is proposed by Kantarcioglu et al. [32]eyftshow that using secure
summation and logarithm, distributed NBC can beceaded securely. Merugu and
Ghosh [39] present a framework for clustering dsited data in unsupervised and
semi-supervised scenarios, taking into account apyiv requirements and

communication costs. Kantarcioglu and Clifton [3B]] present methods for



association rule mining over HPD and for computikgn classification from
distributed sources without revealing any informatabout the sources or their data.
In [43], Oliveria and Zaiane address the problempobtecting the underlying
attribute values when sharing data for clusterif@achieve their goal, they propose
a novel spatial data transformation method calledaton-Based Transformation
(RBT). This new method is independent of any cliistealgorithm. It has a sound
mathematical foundation, efficient, and accurate.

Vaidya and Clifton [66] introduce a generalizedvpdy-preserving variant of
the ID3 algorithm for VPD distributed over two orore parties. Yu et al. [72]
propose an efficient and secure privacy-presenatgprithm for support vector
machine (SVM) classification over VPD. Ouyang andaKg [44] focus on the
privacy-preserving association rules mining in fbkowing situation: two parties,
each having a private data set, wish to collabegtidiscover association rules on
the union of the two private data sets.

Kaya et al. [33] propose a privacy-preserving isted clustering protocol
for HPD based on a very efficient homomorphic additsecret sharing scheme.
Bunn et al. [6] describe a two-parkymeans clustering protocol that guarantees
privacy. Their method is based on the existenceany semantically secure

homomorphic encryption scheme.

1.5 Definitions

Filtering is a technique to find the most interesting anidatale information
from a large amount of data. With information owed problem, filtering is
becoming increasingly important.

Active User (a) is a customer or user who is looking for referfalsproducts
that she has not purchased previously.

Train User (n)’s data is collected by recommender systems provideoffer

referrals.



Rating (Vote) represents the preference of a user about andtepnoduct.
The users express their preferences about itemsatyg them. Ratings can be
numerical or binary. In binary voting, users ra&snis as like (1) or dislike (0).

Recommendation (Prediction)is goal of CF systems. Such a predicted
preference is callececommendationrRecommendations can be predictions for single
items or TN, which is an ordered list of items thlabuld be liked by.

Target Item (q) is the item for whicta is looking for referrals.

Server is the entity that gathers ratings of items fromnmusers for filtering

purposes, and provides CF services to active Wsesed on the collected data.

1.6  Contributions and Summary of Experiment Results

There are three contributions in this thesis. Fimte is producing
recommendations using NBC while preserving indigidu privacy with RRT. The
second contribution is producing recommendationsubing two different data
owners’ data while preserving their privacy. Thetlaontribution is producing
efficient and private recommendations for individuaith NBC. Privacy is achieved
by using RRT and efficiency is succeeded by ughmgodes clustering and the idea
of fuzzy clustering.

In [28], it is proposed that private NBC-based raotendations can be
produced by using RRT. Various parameters thatctfbeivacy are explained and
their effects to privacy and accuracy are showexperiment results. According to
experiment results, it can be said that accuratemenendations can be produced
while preserving privacy by using the proposed apphes.

In [27], an approach is proposed for combining tfferent data owners’
data for producing more accurate recommendationke wheserving their privacy. It
is shown that data owners can combine their véigioa horizontally split data. The
experiment results show that more accurate predistcan be produced by using the
proposed approach.

More efficient and private recommendations can levided by using

clustering techniques with NBC. Data owners cluskeir data by usindg-modes
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clustering and produce recommendations based ond#ta in each cluster
independently. Experiment results show that us#mgodes clustering, run time of
producing recommendations can be decreased andaagotean be improved. Also,
the results show that private recommendations eaprbduced while decreasing the

run time of the producing recommendations.
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2. PROVIDING PRIVATE RECOMMENDATIONS USING NAIVE
BAYESIAN CLASSIFIER

Many e-commerce sites employ CF techniques to asere¢heir sales while
suggesting products to customers. However, todalf systems fail to protect users’
privacy. Without privacy protection, it becomeshaltenge to collect sufficient and
high quality data for CF. With privacy protectiomsers feel comfortable to provide
more truthful and dependable data. In this chajités, proposed to employ RRT to
protect users’ privacy while producing accuratemefls using NBC, which is one of
the most successful learning algorithms. Variougeexents are performed using
real data sets to evaluate the privacy-preservihgrees. The effects of parameters
on accuracy and privacy are analyzed.

According to the experiments results, it can bed s#éihat private
recommendations can be produced using NBC with RRfe results of the
experiments are shown in Section 2.6. In the fistt of the chapter, general idea
about the proposed approach is discussed and foltbeing part, producing private

recommendations is presented.

2.1 Introduction

With the advent of the Internet, e-commerce hasinecvery popular. To
increase their sales and have competitive edgeatkers, online vendors employ CF
techniques, which are widely used for filtering aretommendation purposes.
Providing accurate referrals are advantageous lioeonendors because customers
prefer returning to stores with better referralsl éimey search for more products to
buy. Online shopping sites incorporate recommeadatsystems that suggest
products to customers based on like-minded useetéences about items they have
ordered before or showed interest.

CF has many important applications in e-commercectirecommendations,
and search engines [7]. With the help of CF, usars get recommendations about
many of their daily activities. CF systems predia preferences &, based on the
preferences of others. The idea in CF is &haill prefer those items that like-minded
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users prefer, or that dissimilar users do not. ddéht approaches are employed for
CF; and NBC is one of them and used for producghgrrals.

Although CF systems have several advantages, @y a number of
disadvantages [7]. The most important one of thiesadvantages is threats to users’
privacy. Without privacy protection, CF systems roainproduce good results. The
individuals do not divulge true rating values whbkay do not feel comfortable about
their privacy. There is a great potential for induals to share all kinds of
information; but the privacy risks are many andesevMoreover, customer data is a
valuable asset and it has been sold when some pacoes suffered bankruptcy. If
privacy is protected, people feel comfortable teegirivate data and contribute more
truthful data.

In this chapter, how to achieve private recommaadsa efficiently based on
the NBC using RRT is investigated. The answershef following questions are
looked for: How can users contribute their personal informatimn CF purposes
without greatly compromising their privacy? How ctre server provide referrals
efficiently with decent accuracy without deeplyp@alizing users’ privacy? The
goal of this chapter is to prevent the server flearning the true values of users’
ratings and the items rated and/or unrated by uséseover, such goals should be
achieved fora, too, becausa also provides her private data to the server when

requesting recommendations.

2.2 Naive Bayesian Classifier

NBC is one of the most successful machine learmlgprithms in many
classification domains. Despite its simplicityistshown to be competitive with other
complex approaches, especially in text categoomatind content-based filtering
tasks. Also, NBC is stable with respect to smadrges to training data. NBC does
not require large amounts of data before learning.

In [40], Miyahara and Pazzani employ NBC for CF,enthey define two
classes, like and dislike. Since customers votastas like (1) or dislike (0), the

sparse user ratings matrix includes Boolean vahsisating whether the user rated
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items as 1 or Oa’s ratings for items are class labels of the tragnéxamples. In the
user ratings matrix, other users correspond toufeat and the matrix entries
correspond to feature values. The naive assumpsiates that features are
independent given the class label. Therefore, tbbagbility of an item belonging to

class, wheregj is like or dislike, given its feature values, can be written, as follows:

p(clasg|fi fo.....f) =< p(clas@ﬁ p(filclass), (2.1)

where bothp(clasg) and p(filclass) can be estimated from training data aihd
corresponds the feature valuegfor useri. To assign a target item to a class, the
probability of each class is computed, and the gtans assigned to the class with
the highest probability. Only known features ane data that both users commonly
rated are used for predictions.

In [40], the authors propose two different typé<C& algorithms. They first
propose a user-based CF algorithm, which desciabede, by using NBC and they
also propose a scheme which is item-based CF #iguri

Although NBC is widely used, it has important dbages. First of all, it
depends on whole user database so when numbeesf insreases, performance of
NBC algorithm decreases. Another challenge of NBCnot preventing users’
privacy. If users do not feel comfortable aboutrtipeivacy, they do not send their
true data and the accuracy of the classificatianedeses.

2.3 Randomized Response Techniques

Warner [70] first introduces RRT as a techniquegtmate the percentage of
people in a population that has attribAteThe interviewer asks each respondent two
related questions, the answers to which are oppdsit each other. Using a
randomizing device, respondents choose the firsstipn with probability? and the
second question with probability &-to answer. The interviewer learns responses but
does not know which question is answered.

Let Q, be the sensitive question a@t}, be its complement. For example,

Qa = Have you ever used a sick day leave when yexemwt really sick?" YES NO
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Q<= ""Have you never used a sick day leave when yenemt really sick?" YES NO
With Q, probability,the answer will be true and the answer will bedalgth the

probability Qs (1- Qy).

2.4 Providing Private Recommendations Using NBC

To achieve PPCF, a scheme is proposed in whiclrdostnding their ratings
to the server, users disguise their data in sughyathat the server will not be able to
learn the true ratings and the truthful informatabout users’ preferences. However,
the disguising scheme should still be able to altbe server to produce accurate
referrals. It is proposed to use the RRT to disgpisvate data. Although information
from each individual user is scrambled, if the nemlof users and/or items is
significantly large, aggregate data can be estidhatéh decent accuracy. Since
NBC-based CF is based on aggregate values of asdgtd is hypothesized that by
combining the RRT with the NBC-based CF algorithenslecent degree of accuracy
for PPCF can be achieved. To verify this, RRT iplamented for an NBC-based
algorithm [40]. Experiments are performed to eviduaie proposed schemes and to
show the effects of varying parameters. The neversels are analyzed in terms of

accuracy and privacy.

241 RRT-based Data Disguising

A typical ratings vector includes the votes and snaells for unrated items.
An example of a ratings vector for users V, = (11 | 00 | 101), where | means not
rated. To disguis#/,, u generates a random numbey) (using uniform distribution
over the range [0, 1]. if, <0, thenu sends the true datd,. Otherwise, she sends the
false data (exact opposite of the ratings vectenjch isV, = (00 | 11 | 010), where
V.’ is the vector that reverses the 1¥jrto Os and Os to 1%,/ is called the opposite
of V. With probabilityd, true data is sent while false data is sent witiability 1-
0. Although the server has the ratings vectorspésdnot know whether they are true

or false data, because random numbers are onlyrkbgwhe users.
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2.4.2  Achieving Private Referrals Using RRT

With privacy as a concern, the server should noaltde to learn the users’
true ratings values and rated items, includingvaatisers. Users might send false data
for perfect privacy, but producing accurate pradit from this data is impossible. If
they send actual data, finding high quality refisria possible, but privacy is not
preserved. Since CF systems should provide retewdhin a small time, the new
scheme should provide predictions efficiently. Assting private referrals efficiently
with decent accuracy is aimed. Since accuracy,apyivand efficiency conflict, a
good balance between them is wanted to be archiVkeds, both one-group and
multi-group schemes are used. Since CF systemsrpetivo tasks (prediction for a
single item showing whether the item will be liked disliked bya and TN of a
sorted list ofN items that should be liked la&y, proposed privacy-preserving schemes
should be achieved such tasks using the NBC.

In the one-group scheme [16], all ratings are ptda the same group and all
of them are either reversed together or left unadteSince the random numbers are
only known by the users, the server cannot knowthéreusers tell the truth or lie.
The conditional probabilities estimated from maskiada are the same as the ones
computed from original data because all ratingseétesr reversed together or left the
same. Thus, in this scheme, the same accuracy ekechalata can be achieved as
with the original scheme. Although decent accuracgchieved, the privacy level is
very low. If the server somehow learns the truengafor only one item, it can obtain
true votes for all items.

Users can partitiom items intom groups fn-group scheme); with each group
containing only one item. For each group, userdoarly decide whether to disclose
its true or false rating. The users repeat thiscgss for all groups; the random
decisions are independent for each group. Thgroup scheme is very secure
because each rating is independently masked. Bediyacy might become very low.
A compromise between the one-group scheme anavip®up scheme is to partition
the items intdM groups, where the RRT is used to perturb eachpgirmependently
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and 1 <M < m. The decision is the same for all items in the earoup, but the
decisions for different groups are independent.

Users group the items in the same way and disglseratings in each group
independently. A user can send the true data fergyoup, while she can send the
false data for the other groups. Due to independatd masking, even if the server
knows information about one group, it will not beleato derive information about
other groups. Although privacy improves compareaie-group scheme, accuracy
decreases due to increasing randomness. The sesesrcollected masked data to
provide CF services. Based as query and her data, the server estimates class
probabilities and provides referrals. Since thevesecan calculatg(class) values
from a’'s data, the problem is how pffi|class) values from masked data.

It is still possible for the server to estimate tbenditional probabilities
because it is able to estimate the probabilitiehaifing true or false data, given
perturbed data. The server knows that the userd sem or false data with
probabilitiesd and 1-0, respectively. Moreover, it can employ the disttion of 1s
and Os in perturbed data to compute the probalfityaving true or false data. If the
perturbed data is calletk and the true dat¥,, thenX, represents the exact opposite
of X (or false data), where= 1, 2,...,M, andk shows the group name, the server
needs to findp(X|Yi=Xx) andp(X« |Yi=X\) for each group, whemg(XYi=X)+ p(X«
[Yi=X)=1. p(X«|Yx=Xk) can be calculated using the Bayes’ rule, asvidlo

PO YiEXi)=[ p(Yl Yi=Xi)p (Xl p(Yi= X, (2.2)

wherep(YyYk=Xy) is 8. The value op(Yi=Xx) can be calculated from disguised data,
while the value ofp(X) can be computed, as follows, using the facts that
P(YdYi=Xi)= 6 andp(Yie X | X)=1- 6:

P(Yi=X)= 6 p(X) + (1- O)p(X) (2.3)
Eq. (2.3) can be solved fptXy), as follows, using the fact thpgX)+ p(X =1

P(X)=[ p(Yi=X) + 6 - 1]/(20 -1) (2.4)
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The following is get after replaciru{Xy) with its equivalent in Eq. (2.1):
POXYiEXi) = [02 + 0p(YieXi) - 01/ [20p(Yi=Xi)] — p(YieX i) (2.5)

Since Xx and Yy are ratings vectors, to find(Yk=Xy), the server finds posterior
probabilities for all items in each group selects the best one, and uses it as
p(Yi=Xy). After finding p(X«Y«=Xx) values for each group, the server can now use
them for providing predictions. The server needsdosider all possibilities to find
the conditional probabilities because it does naivk whether the received data is
true or false. Since the disguised data can bedrdelse in each group, the ratings
vector that the server received from a user canngeof the2" possible vectors of
that user. Therefore, the server can estimatedhdittonal probabilities, as follows,

whereCP= p(f|class):
CP = CPy1=tr.svm=1P" + CP (vi=1 n.svma=t A ym=p P (1-P) + ...
+ CP (vi=1_~v2=r ~_nymzpP(L-P)"™ + CP (yi=p »_symsy(1-P), (2.6)

whereYy= T andYx = F mean the server considers the data in gltoiugptrue and
false, respectively. The results are only descrihgd to five-group because
undesirable performance for schemes beyond fivapgmakes them not very useful.
The proposed multi-group schemes can provide atcuederrals because aggregate
data is interesting rather than individual datengeand since when users tell lie, they
also reverse the rating of like in one-group scheme, the conditional proliads
calculated within the group that includgstay same whether the data is true or false.
Moreover, since] is assigned to the class with the highest protbgbil is needed to
compare class probabilities for a, rather thanifigdthe exact class probability
values.

The proposed scheme can be easily extended tadprd@WN. The server
computes class probabilities for als unrated items, select those items will be liked
by a, sorts them decreasingly according to class pibtied, and provides the firdd

items. Since online computation cost is criticalstead of finding referrals for all
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unrated itemsa asks recommendations g items, wherédN< No< m-d, andd is the

number of items rated ke

2.4.3  Providing Full Privacy

It might be more damaging for a user to have ieaded that she voted an
item (for example, a pornographic site or magazthah to know what the specific
rating is. To prevent the server from learningdadtems, users randomly select some
unrated items’ cells to be filled with fake ratingshe number of cells to be filled
depends on the user’s privacy level. Before thegulse their data, first, each user
finds the number of unrated itemsy( and uniformly randomly creates an integer,
(my,) over the range (%,). They then choosenumber of cells, and fill them, whefe
= my,» m,;/100. The server will not be able to learn the numbettafsen cells. After
filling them, users perturb their private data tinge with the filled cells. Each user
fills [(myr = My )/(100 * 2)] randomly selected items’ cells withahd the remaining
cells with 0. The server will not be able to le#e ratio of true ratings. Since users
fill empty cells with equal numbers of 1s and Ofiew there are enough users, the
contributions of appended ratings to probabilitynpotations will be close to zero.
The range over whicim,, is selected can be adjusted to achieve requineslslef

accuracy and privacy.

2.4.4  Preserving Active Users’ Privacy

Three methods are proposed to progéstdata. In the first one generatey
-1 random ratings vectors and sends them incluthegtrue ratings vector to the
server, which finds referrals for the received vext It sendsy recommendations to
a, who can distinguish the referral calculated frtme true ratings vectoa can
generate random vectors in such a way to \geiredictions instead of one. For
business purposes, this is not desirable. In trensk method, the 1-out-of-
Oblivious Transfer protocol [17] is used, whicheef to a protocol where at the
beginning of the protocol one party, Bob mamputsXs,..., % and at the end of the

protocol the other party, Alice, learns one of theuts X; for somel<i < n of her
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choice, without learning anything about the otmguits and without allowing Bob to
learn anything about. An efficient 1l-out-ofn Oblivious Transfer protocol is
proposed by [41]. The 1-out-ofOblivious Transfer protocol could be achieved with
polylogarithmic (inn) communication complexity. In the last methadilso perturbs
her private data like other users do and senddifgriised data to the server. In this
case, accuracy is expected to be the lowest becaose randomness is added.
Among these three, the solution based on the bntOblivious Transfer protocol

is more efficient than the otheessendsy -1 randomly generated vectors and her true
ratings vector to the server. After finding refésyahe server uses the 1-outrof-
Oblivious Transfer protocol to send theaxeceives only one prediction insteadYof

recommendations.

2.5 Overhead Costs and Privacy Analysis

Privacy-preserving scheme does not introduce aufditistorage costs. The
communication costs increase due to protectingy@aisers’ privacy. Active users
sendY vectors rather than one vector. Besides, the bbuotOblivious Transfer
protocol is employed, which introduces additionainenunication costs. The scheme
introduces extra computation costs. Although wittréasingVl values, computation
costs increase exponentially, since 5-group schismamployed, the computation
costs are still acceptable. Moreover, protectingvacusers’ privacy also increases
computation costs because the server fdsferrals for random vectors, rather than
one for the actual one. Since privacy, accuracy, efficiency conflict, it should be
sacrificed from accuracy and efficiency. The paramse of the new proposed
schemes can be adjusted to accomplish a fair balanc

The server does not know the rated items due te fakings. However, it
can guess the randomly selected unrated items. pfbleability of guessing the
correctmy, is 1 out of 100. After guessing it, the server lsarn the number of filled
cells §) with the help of empty cells in the perturbed teeavhen it is not totally
filled. After guessingd, the probability of guessing tligandomly selected cells filled

with 1s and Os are 1 out ofCy; ™ and 1 out ofCy, ™y, respectivelym, and mg
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represent the number of 1s and 0s, respectively;Cin represents the number of
ways of pickingh unordered outcomes frompossibilities. Thus, the probability of
guessing the fake ratings is 1 out aDQ*(Cy> ™1 )(Ciz ™)). It can be similarly
computed when the masked vector is totally filled.

Privacy can be measured with respect to the réwmti®n probability p)
with which the server can obtain the true ratingstor of a user given disguised data.
Thus, it can be defined the privacy level (PL)emts ofp, as follows [56]: PL= (1 -

p) * 100, wherep can be written in terms @{X| Y= Xx) andM:

p= [P Yi= X1" = [(67 + 6Y 0)/(20Y - V)" (2.7)

whereY=p(Yx=Xy). With increasingp, PL decreases. To decregsd¢he randomness
should be increased, which makes accuracy worsth MbreasingM, p decreases,
while PL increases. The value pflepends o, M, and the value of or X, whereX

= p(%). Since the randomization process is conducted indbgely for different
groups, PL increases with increasMgWhené approaches 0.50, PL increases due to
increasing randomness. PLs can be calculated gimgat andM values and showed
them in Table 2.1, wheté¢ = 0.3. As expected, PLs increase with decreagiingm 1

to 0.51 and increasing values.

Table 2.1 Privacy Levels with VaryingM and # Values

0 0.51 0.60 0.70

M 1|23 4] 5| 1] 20 3 4 5 1 2 3 4 b

PL (%) 69| 90|97|99|99.7| 61| 85| 94| 98| 99.1| 50| 75| 87 | 94 | 97

2.6  Experiments

Jester and MovieLens Million (MLM) data sets aeed in the experiments.
GroupLens at the University of Minnesota (www.csnuadu/research/Grouplens)

collected MLM. Jester [21] is a web-based joke megwndation system, developed
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at University of California; Berkeley includes comtous ratings, while MLM
consists of discrete votes. The ratings in Jestege from -10 to 10, while votes in
MLM range from 1 to 5. Although Jester has 100 gkILM has 3,592 movies.
Jester has 17,988 users, while MLM has 7,463 usHassification accuracy (CA)
and F-measure (F1) are used for measuring accut#cis the ratio of the number of
correct classifications to the number of classifarss. F1 is a weighted combination
of precision P) and recallR), where FI= (2*P*R)/ (P + R).

Using the similar methodology conducted by [4@jstly, numerical ratings
are transformed into two labels (like, dislike).efty 500 test and 1,000 training users
who have rated at least 80 movies from MLM are canl¢ selected. Also, 500 test
and 1,000 training users who have rated at leagoless from Jester are randomly
selected. Finally, 60 rated items for MLM and 40 Jester as a training set, and 20
items for MLM and Jester as a test set are randseiBcted. For eachfrom the test
set, referrals are found randomly selected 5 rigeds. Each time, an item from test
set is selected, and a prediction on masked datauisd. Since data is disguised
based on the relation between the random numbershad, data disguising is run
10 times and 10 referrals are found on masked d#ga.final results foa are then
averaged over all trials. Finally, the average @auer 500 active users is found and
it is displayed. It is hypothesized that privacyl atcuracy depend an 4, M, d, and
f.

To show how number of features affects the retiudds are performed while
changingn from 100 to 1,000 for both data sefsis fixed at 0.70 and employed
three-group scheme. Since CA and F1 values ardasjnoinly CAs are shown in
Table 2.2. As expected, the results become betthrimcreasing values.

Table 2.2 CA with Varying n Values

Jester MLM

n 100 | 200 | 500| 1,000 100 | 200 | 500| 1,000

Original Data| 68.28| 68.56| 69.45| 69.48| 74.24| 77.30| 79.80| 80.28

Masked Datd 5g 45| 61.23| 63.92| 65.56| 72.40| 75.34| 78.40| 79.58
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They also converge to the results on original a@ath increasingn because
aggregate data can be estimated with decent agafiexmough data is available.

Accuracy varies for differed values because randomness differs. Trials are
performed, where 200 training users from Jester Mhi are usedM is set at 3,
whered is varied from 0.51 to 1.00 because complemeniarglues give the same
results. CAs and F1s are shown in Table 2.3. When1l, the same accuracy with
original data is achieved because users send ttae However, whe is 0.51,
largest randomness is added; and with decreasivgjues towards 0.51, accuracy
worsens. Accuracy is more likely to improve whenrenteatures are used because
200 features are only employed.

Table 2.3 Accuracy with Varying@ Values

Jester MLM

0 0.51| 0.70| 0.85 100 051 070 0.85 100

CA (%) | 55.52| 61.23| 63.23| 68.56| 75.00| 75.34| 76.96| 77.30

F1(%) | 57.98| 62.45| 62.89| 73.68| 85.27| 86.94| 89.78| 90.89

To show how data partition affects the results,eexpents are performed
with varying M. 200 training users from Jester and MLM are usdtkred = 0.70.
The experiments are performed for up to five-greapeme. Since the results show
similar trends for both data sets, only MLM'’s rdéswdre shown in Table 2.4. As seen
from the table, the results become better with elesingM values because less
randomness is added to original data. Up to fivaigrscheme, it is still possible to
provide accurate private referrals.

Table 2.4 Accuracy with VaryingM Values

CA (%) F1 (%)

M| 1 2 3 5 1 2 3 5

77.3077.1475.3465.4590.8989.5486.9476.34
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To show how various numbers of rated iterds (alues affect the results,
experiments are performed with varyidg200 training users from Jester and MLM
are used. Thé value is set at 0.70 arM at 3. Since CAs and F1s are similar, only
CAs is shown in Table 2.5. With increasidgnumber of data involved in referral
computations increases. That makes accuracy bAgein, when large enough data
available for CF purposes, it is possible to predaccurate referrals estimated from
masked data. As expected and seen from Table Beb,rdsults improve with
increasing ratings provided lay

Table 2.5 Accuracy with Varyingd Values

Jester MLM
25 <d | 40 <d 25<d | 40<d | 60 <d
d 1 <25 49 | <60 | 70| <25 40 | <60 | <80 | <8O0

CA
(%) | 53.72| 55.86 | 58.60| 61.2865.67| 67.10 | 70.14| 72.56/ 75.34

To show how accuracy changes with varying numbeaoflomly filled cells
(f), experiments are performed while varymdrom 0 to 100. With increasing f
increases; thus, more randomness is added. 5@ingaisers from Jester and MLM
are used, wheréis set at 0.70 anil is set at 3. Only FKlvalues are shown in Table
2.6. Wheny is 0, empty cells are not filled with fake ratingss expected, accuracy
worsens with increasing due to increasing randomness. However, accurate
recommendations are still provided using propostemes. The parameters can be
adjusted to achieve required level of accuracy.eGdly speaking, the results for
Jester seem to be worse than the results for MLéAle Jester has limited number

of items (only 100 items).



24

2.7  Conclusions
Solutions to achieving private referrals on the QNBising RRT are
represented. The solutions make it possible faressrto collect private data without
greatly compromising users’ privacy. Experimenutessshow that the schemes allow
providing referrals with decent accuracy. To obtairbalance between accuracy,
privacy, and efficiency, the parameters of the sedecan be adjusted.
Table 2.6 Accuracy with Varyingf Values

Jester MLM

Y O | 3| 50, 70 O] 30 50 7(

F1 (%)63.4962.5961.1959.4989.6384.0483.2582.271

Each parameter has different effects on accuradypaivacy. Foi, if more

private recommendations must be produced it mustBe If6 increases from 0.51

to 1 accuracy increases but privacy decreases/ds ghe same result when decreases
from 0.51 to On has an effect on accuracy; if it increases, mooeirate predictions
are producedM has effect on both privacy and accuracy and dl$mas effect on
efficiency. If server divides users into more greupt produces more private
recommendations, but the accuracy of produced rewmndations decreases. Also,
with increasingM, computational time of producing recommendationsraases.
According to experiment resultshas the same effect on accuracy and privacy like

M. d has an effect on accuracy, as well. If it incregaesuracy increases, too.
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3. PROVIDING NAIVE BAYESIAN CLASSIFIER-BASED PRIVATE
RECOMMENDATION ON PARTITIONED DATA

Providing private CF services on partitioned daabecoming imperative.
Data collected for CF purposes might be split betwevarious parties even
competing companies. Integrating such data is tklfgr both e-companies and
customers due to mutual advantageous. Howevertodpevacy, financial, and legal
reasons, data owners do not want to disclose ftii&tia. In this chapter, it is
hypothesized that if privacy measures are providisda holders might decide to
integrate their data to perform richer CF serviaed overcome the problems caused
by inadequate data and/or sparseness. How to acMNBC-based CF tasks on
partitioned (horizontally or vertically) data wigitivacy is investigated. Randomized
schemes are proposed to achieve privacy. Sevepaltiexents are performed on real
data to evaluate the schemes’ overall performaR®lly, experimental outcomes

are analyzed and some suggestions are provided.

3.1 Introduction

With the evolution of the Internet, the number sérs accessing the Internet
and the number of products available online isdigpincreasing. To reach the most
valuable and interesting information is very impott Customers want to buy
products that they might like over the Internet avigh for selecting such products
without wasting too much time. On the other handpepanies want to keep their
existing customers and recruit new ones. One wagctoeve such goals for both
customers and e-commerce sites is to use recommeydeems. Customers get
recommendations about products they want to puechakile e-companies might
increase their sales by providing truthful refesralF techniques are used by online
vendors for filtering and recommendation purposgebas important applications in
e-commerce, search engines, and direct referradersUcan get recommendations
about their activities using CF. The goal is todicethe preferences af based on a
database consisting of a set of votes corresportditite ratings of users on items [4,
46]. CF systems provide either predictions for nggms or TN.
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To provide more truthful and dependable referrdista collected for CF
purposes should be large enough. It is impossihj@aduce recommendations from
insufficient data. To produce accurate and trudtworeferrals, there should be
enough neighbors that are selected based on sufficommonly rated items. With
increasing available data (increasing number ofsuaad items), it is more likely to
have enough neighbors and matching betweend her neighbors. Many online
vendors, especially those newly established onagditmot have enough data for CF
purposes. Therefore, they might face with the csiltt problem and are able to
produce referrals for only a limited number of prots. When there are a limited
number of users, it becomes a challenge to fornargel enough neighborhood.
Moreover, some vendors might own ratings for atlehinumber of items; and that
makes it harder to compute the similarities betwaemd other users because such
values are computed on commonly rated items.

Data collected for CF might be partitioned horizdiyt or vertically between
various parties, even competing companies. In bota partitioning, data owners
hold disjoint sets of users’ preferences for themesdatems. However, in vertical
partitioning, they own disjoint sets of items’ rags collected from the same users.
Combining horizontally partitioned data (HPD) islgfel when CF systems own a
low number of users. Integrating vertically paaiited data (VPD) is advantageous
when data holders have ratings for a limited nunafetems. Some users buy books
from Amazon.com, while others get them from Bar&ddoble.com. Amazon.com’s
and Barnes & Noble.com’s databases including ratiog the same books recorded
from disjoint sets of users, can be jointly used lietter referrals. Moreover, an
individual’s ratings for products might be split ang different online vendors such
as Amazon.com and MovieFinder.com. Amazon’s and ibfader’'s databases
including ratings for books and movies, respecyivalecorded from the same
customers, can be jointly used to produce bettediptions. A referral computed
from the joint data is likely more accurate andatge than the one calculated from

one of the disjoint data sets alone. However, @uprivacy concerns, legal issues,
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and financial reasons, data owners do not wanbllaborate and disclose their data
to each other.

In this chapter, it is explored how to provide @&rsces from partitioned data
between two parties, without greatly exposing tpewacy, using the NBC-based CF
algorithm proposed. This chapter’'s goal is to pdevaccurate referrals efficiently
from partitioned data with privacy, as follows: $tirdata holders should not be able
to figure out the true ratings and rated itemsanheother’'s databases. Second, the
referrals calculated from partitioned data withvpdy concerns should be close to
those referrals computed from combined data witlpowacy concerns. And finally,
additional costs such as storage, communicatioth,camputation costs, introduced
due to privacy concerns, should be negligible armkemit possible to provide
referrals to many users in an acceptable time.ekeally known, privacy, accuracy,
and efficiency are conflicting goals.

PPDM on partitioned data has been receiving inangagtention. Sanil et al.
[57] describe an algorithm to conduct a linear esgion analysis based on VPD.
Vaidya and Clifton present privacy-preserving methdor association rule mining
[67], k-means clustering [68], and NBC [69], on VPD. Altighn such approaches are
based on VPD, both VPD- and HPD-based CF with pyiuagsing NBC are studied.
PPCF on VPD problem is discussed in [49]. Unlikeirtistudy in which they show
how to achieve predictions from numerical ratinigsthis chapter, it is investigated
how to provide CF tasks based on VPD and HPD ubingry ratings employing
NBC.

Privacy-preserving NBC for HPD is discussed in [3”)ey show that using
secure summation and logarithm, they can learnrilisged NBC securely.
Kantarcioglu and Clifton [30] discuss privacy-pneseg association rules on HPD.
They address secure mining of association rules &iRD while incorporating
cryptographic techniques to minimize the sharedi.dBblat and Du [50] discuss
PPCF on HPD using item-based algorithms. Unlikesehevorks, it is explored
partitioned data-based CF with privacy employingQ\Bvhere users’ preferences are

represented with binary ratings. Moreover, the se® can be easily extended to
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multi-party schemes. Unlike the works studied soitas investigated both VPD and
HPD-based CF services (predictions and TN recomatend) using NBC, where

users’ preferences are represented with binanygsti

3.2  Partitioned Data-based PPCF Using NBC

Without privacy as a concern, two vendors can naisgtheir data to perform
richer CF services. However, due to privacy congetimey do not want to reveal their
data. The challenge is how to achieve CF taskafaly from split data. Data owners
should not be able to learn the true rating vakluas the rated items in each other’s
databases, while they are able to provide CF sssvim the integrated data. PPCF
schemes to achieve CF tasks using NBC from parétodata are proposed. It is
assumed that the parties communicate thraudlring providing recommendations
online. Also it is assumed that one of the parsiets as a master site to produce the
recommendations after getting required data froemother party and such task can be
swapped between them.

To derive information from each other’s databaskesa holders can employ
different attacks. The proposed privacy-presenddgemes should be secure against
such attacks, which can be explained, as follonatalbwners can act as anin
several times. The party acting aseaemploys the same ratings vector during the all
recommendation computation processes, manipulatirlg one rating value each
time. Since it gets some conditional probabilityues computed using its ratings and
the users’ ratings in the other party’s databdse,party acting as aa can easily
figure out the differences between such probaéditomputed successively. Based
on such differences, it is able to find out théngg of the item for which the rating is
manipulated or it can learn whether such item tsd@r not. The proposed schemes,
therefore, should be secure against such attadkshwnight come from both parties.

Data holders can offer some incentives (discountsoapons) or bribery to
the users who provided data for filtering servicElsey then can obtain some data
from users and try to derive more information abeath other's databases. Since

both parties can bribe the same users to derive @ato manipulate each other’s
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data, the required data through such bribed usessmot be true or trusted. These
users can employ such offers against the othery gartget more discounts or
coupons. This kind of attack becomes expensivethadlerived data through this
attack become questionable and doubtful.

3.3  Privacy-Preserving HPD-based Schemes

In horizontal partitioning, the companies hold disf sets of users’
preferences for the same products. Two venddr@nd B, na and ng users’ ratings,
respectively, of the sanma items. They perform CF tasks using the joint dedaich
is an @a + ng) * m matrix while preserving their privacy. It would bédficult to find
out whether two users from different online vend@fer to the same person or not.
This can be solved by using some unique identpies/ided by e-companies to
customers for online shopping. The identities oérescan be exchanged offline.
Since data is partitioned betwe&randB, Eg. (3.1) can be written, as follows, where
nis the number of users and na+ ng:

nA n
Py . ., F) > p(G) * P * Pg = p(g) * X p(filg) * X p(filg) (3.1)
i=1 i=mA+L
where R; andPg; represent the products of conditional probabgitemputed from
data belonging té andB, respectively. WheB acts as a master silegcomputes the
required data, £ values, and sends it 8 througha. HPD-based scheme with
privacy can be explained, as follows:
1. asends her data to bo#handB. SinceB is the master site and ha's
data, it can compute @} values.
2. Since bothA andB own the feature ratings of they can compute the
conditional probabilities for classes like and itis]
3. A then computes Fvalues and sends them Bthrougha, while B
computes R values.
4. Finally, B can find the probabilities a@f belonging tac; using Eq. (3.1).
B will not learn the true ratings and the rated gemA’s database, because it

only gets R, values, which are products of values, fromA. WhenA has only one
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known feature value available for some iteBsmight be able to derive data by
acting as a@ in multiple scenarios. Howeves,does not know which feature value is
known and how many known featurés has. Even ifB is able to learn such
information, to prevenB from deriving dataA can introduce bogus known features
(insert 1 or O into randomly selected cellsgpf To further improve privacy, before
sending R values toB, A multiplies such values with the same valwewherera is a
random number generated By Since both values are multiplied by the same
number, the comparison betweenj{cf. . . , f) values will not be changed for

being like or dislike.

3.4  Privacy-Preserving VPD-based Schemes

In vertical partitioning, the vendors own disjoisets of items’ ratings
collected from the same usefsandB hold my andmg items’ ratings, respectively,
wherem = my + mg. To make the data sharing possible, the idenfith® products
should be established across the data holdershasga. This data exchange can be
achieved between vendors offline.

In VPD-based schemeas,sends the corresponding dataAtandB. However,
even ifa does that, one party can act asaan multiple scenarios to derive data from
other party’s data set. Therefore, the proposed -¥iB§ed schemes should be secure
against such attacks and it can be assumeditbands her entire data to the master
site or the site having. Since the master site neeals known ratings to compute
p(c) values, instead of sending all known ratingssan compute such values and
sends them to the master site together with thegponding ratings. Ratings @fre
held by one of the vendors, because data is sefiically. Therefore, the party,
which does not havg, should conduct the required computations and sendesults
to the company that owreg and such party acts as a master site. The pattyaving
g should be able to compute corresponding resutjsined to find the conditional
probabilities in such a way to prevent the masiier deriving information from its
data set. Since class probabilities are known byntlaster site, it needs to compute

the conditional probabilities, as follows:
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#(fi | ¢)
#(G)

where#(fj|c;) shows the total number of similarly rated iterhig;@s the feature value

p(filc;) = (3.2)

of q for corresponding user; awic)) represents the total number of commonly rated
items asj, wherej € {like; dislike}. Since data is partitioned betweénand B
vertically, the master site gets the results fratimep party to find the conditional
probabilities. Therefore, Eq. (3.2) can be writtas follows:

#a(fi| g) +# B(fi| G)
#a(c) +#8(c)

p(filc)) = (3.3)
whereA andB compute the corresponding parts#i|cj) and#(c;) values. Assume
that B ownsq and acts aa master siteA then should computga(filc)) and#a(c;)
values for ali=1,2,...,nandj being like (1) or dislike (0); and sends thenBtd/PD-
based scheme with privacy can be explained, amwsll

1. asends her corresponding dataAt@ndB. a also computes pj values and
sends them to the master sie,

2. Sinceq is held byB, A does not know which features gfare known; and
therefore, it computes the corresponding partsoofitional probabilities for
all features. Moreover, sino® does not know feature values gfit should
compute such values twice, one for assunfirgl and one for assumirig=
0. However A needs to computé(fi|c;) values for classes like and dislike for
only fi being 1 or 0 becausefipt 1|g) + p(fi = 0|c) = 1. After receiving such
values fromA, B will be able to select and/or find the requiredada find the
conditional probabilities because it knows the kndeatures ofj and their
values.

3. SinceB gets p¢;) values froma, it then can figure out how many 1s, Os, and
empty cells are i@’'s vector. Such information may helpderive data from
A’s database. MoreoveB can act as aa in multiple scenarios. Therefora,
should compute 4ffi|c;) and #(c;) values in such a way to prevéhteriving
data from its database. To do sogemploys the following steps: It first finds
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the number of empty cellsnfe) in corresponding part af's vector.A then
uniformly randomly selects a valug,, over the range [1, 100A then can fill
randomly selecte®a percent of thesey,e empty cells (= mye * Ra/100) with
random ratings (1s and 0s). However, with increasandomness, accuracy
diminishes. Instead of filling empty cells with dom ratingsA can fill them
with default votes\s) of items it holds. Therefore) finds thevgs for ma
items it holds. Finding such ratings is explainedhe following sub-section.
A finally fills empty cells with the correspondings. A is able to randomly
selects empty cells in such a way that)p¢alues will not be changed. The
number of empty cells to be filled depends on howclm privacy and
accuracy the parties want. With increasing numbefs filled cells,
randomness increases; thus, accuracy diminishes.

4. A then computes the corresponding parts of conditigmobability values
#a(filc)) and #(g) values) based aais new or filled ratings vector.

5. SinceB does not know how many and which empty cells atected to be
filled, it cannot derive information from the regced data. Moreover, since
empty cells are filled with non-personalized rasinghich are only known by
A, B does not know such values, either.

6. After B gets the required data, it finds the final condi@ibprobabilities, the
probabilities forg belonging tag; , and finally sends the predictiondo
The new schemes can be extended to provide TNnidster site computes

class probabilities foN, items, wheréN < N, < m - m andm, is the number of items
rated bya. It selects those items will be liked bysorts them decreasingly according

to class probabilities, and provides the fidstems toa as TN.

3.5  Finding Default Votes

Both parties own the all ratings for items theydorlherefore, they can
compute non-personalized votes for the items thag ithout the help of each
other, as follows: For each item’s column, theylfthe total number of 1$)(@and Os

(d). They then compareandd values for each item. If> d, then default votevf) for
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that item is 1, it is O otherwise. Both partiesafly store non-personalized ratings and
later use them for data disguising. Such ratingscamputed offline.

3.6  Overhead Costs and Privacy Analysis

Proposed schemes are analyzed in terms of addittmsés due to privacy
concerns. The extra storage cost is negligible uss& andB need to storggsinto 1
* ma and 1 *mg matrices, respectively. As expected, partitionathédased schemes
introduce additional communication costs in term$ lboth number of
communications and amount of data. For single ptiedis, in HPD- and VPD-based
schemes, additional number of communications ig 8rdecausa sends her data to
both parties and one party sends the required tathe master site through
Moreover, the amount of data sent also increaseause one party sends either
aggregate values in HPD-based schemes or two geofolengthn including the
corresponding parts of conditional probabilitiehyenen is the number of features.
The HPD-based schemes do not introduce additioralpatation costs. However,
VPD-based schemes introduce extra computation dogst$o randomly inserted non-
personalized ratings. Number of comparisons inegdsecause more ratings are
available after insertinggs into a's vector. Computinggs is done offline, which is
not critical for overall performance.

The HPD-based schemes are secure due to the foowasonsB will not
be able to learn the true ratings and the ratedsiteven if it acts as anin multiple
scenarios, because it receives two aggregate vallish are products ofa values.
VPD-based schemes are also secure. Even if thenstt knowsa’s ratings, since
only commonly rated items betwearand other users are used for recommendation
computations, it will not be able to derive datanfrother party’s data. Findings is
secure because the parties do not need each otla¢a’do find them. They will not
learn such values held by each other. Due to rahdimsertedvys, B will not be able
to derive data from the corresponding parts of dawhl probability values. The
parties are able to disguisés data in such a way to achieve required levels of

privacy and accuracy.



34

The master site does not know the rated itemslantrie rating values due to
randomly selected empty cells ang. However, it can guess the randomly selected
unrated items. The probabilities of guessing theebRA andm,e are 1 out of 100
and 1 out oima, respectively. After guessing them, it can comgu&e probability
of guessing thé randomly selected cells amonge empty cells is 1 out of ™,
whereCY \, represents the number of ways of pickingnordered outcomes from
possibilities. Since the master site does not ktteewgs, the probability of guessing
the insertedvgs for one item is 1 out of 2. Thus, the probabildly guessing the
randomly selected empty cells and their ratingsasit of (100 *ma + (1/2)" * C™).

3.7  Experiments

To evaluate the overall performance of the newesws, experiments are
performed using two well-known data sets, Jested, BachMovie (EM). The DEC
Systems Research Center collected EM. It contaitisgs of 72,916 users for 1,628
movies. User ratings are recorded on a numeri@agint scale, ranging from 0 to 1.
CA and F1 are employed to measure accuracy. Cowasaglso used as a metrical
indicator to show the effectiveness of the NBC-da€& algorithm with combining
various amounts of data. A basic measure of coeeiathe percentage of items for
which predictions are available [22]. Low numberusers and neighbors results in
low coverage.

Firstly, the numerical ratings are transformea ihinary ones because NBC
employs binary ratings rather than numerical oRes. EM data set, items are labeled
as 1 if the numerical rating for the item is big¢fean 0.5 or O otherwise in EM. For
Jester data set, items are labeled as 1 if the meatheating for the item is above 2.0
or 0 otherwise in Jester. For train and test 800 and 2,000 users are selected
randomly, respectively, among those users who hateg at least 50 and 60 items
from Jester and EM, respectively. 5 rated itemgamndomly selected from test users’
ratings vectors as test items. The number of umedgor items to be selected varies
for various experiment sets. CF tasks are perforasaétg the training sets to provide
referrals to test users for test items. The salected items’ votes are withheld, their
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entries are replaced with null, and tried to predieir values. Predictions are
compared for them with their withheld true votegp&riments are run for split sets
alone and combined data; and found average CA§asd

It is hypothesized that accuracy, privacy, andcieficy depend on various
factors. Since combining partitioned data incredhesavailable data, it is expected
that this might improve accuracy while increasirgmeutation time. Therefore,
experiments are performed using the disjoint data alone and the integrated data.
Then their outcomes are compared. Since HPD and ®ifeDboth considered, the
number of itemsrf) and users or features) (are varied to show how various sizes of
disjoint and integrated data sets affect the resibreover, since default votegs)
are inserted randomly selected cells, trials ardopeed to show how different
numbers of randomly selected celfy gffect accuracy. Also, computation times are
computed. The experiments are run using MATLAB (0 8 a computer, which is
Pentium 4, 3.00 GHz with 1 GB RAM. The followingpetiments are performed:

Due to insufficient data, CF systems, especialbséhnewly established ones,
are able to provide referrals for only a limitedwher of items and they might face
cold start problem. It is expected to increasedtweerage by integrating split data.
Combining VPD makes it more likely to find reliableatching between users.
However, since number of users involving in recomdation process increases,
integrating HPD improves coverage. It is assumeat ththere is one or more
available ratings fog, the CF system could provide referrals dotCoverage values
are found for data owners on data they owned amadimbined data. Since Jester is
much denser than EM, for Jester, wimeis 50, the coverage is 99.5% and 100% for
split and combined data, respectively. Whmeis bigger than 100, coverage is 100%
for both split and integrated data. For EiMs varied from 50 to 1,250 to show how
coverage changes with combining different sizessplft data and outcomes are
shown as percentages in Table 3.1, where splicanmbined data contamand 2 *

n users’ ratings, respectively. As seen from Tablk, 8overage increases with
combined data and increasingTherefore, combining HPD improves coverage and

helps overcome the cold start problem.
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Table 3.1 Coverage with Combined Data

n 50 125 | 300| 750 1250

Split Data 45.76 63.14| 72.72| 83.53| 88.08

Combined Data 74.26| 85.31| 87.65| 91.64| 96.25

Experiments performed with varying values to show how combining
different amounts of HPD affect accuracy and recemation computation time
(CT) in seconds. It is more likely to find largeoeigh neighborhoods for more
accurate and reliable referrals by combining HPRairfling users are randomly
selected while varying from 50 to 1,250 and 1,000 test users are randseibcted
from train and test sets, respectively. Using tee scheme, referrals are found for
randomly selected 5 rated items from each testaussings vector based on disjoint
data sets alone and combined data. Then predicii@sompared with true ratings,
the average outcomes are calculated and they apaged in Table 3.2, where

combined data contains 2*users’ data.

Table 3.2 Overall Performance with Combining Varyirg Amounts of HPD

Jester EM

n 50 | 125| 300| 750|1,25Q 50 | 125| 300 | 750 |1,250C

CA (%) |64.8666.5567.3768.0769.7370.9672.9574.2974.8875.14

Split Data | F1 (%) |63.4%64.7165.8166.4066.6478.0479.7780.8581.2381.46

CT (secs) 15 | 35| 104| 345| 706 | 48 | 127| 315| 909 |1,302

CA (%) |66.1467.2269.1670.1571.4073.1274.6275.2875.5(075.86

Combined

Data F1 (%) |64.5065.7666.0867.5768.1279.7481.0281.5681.6981.79

CT (secs) 21 | 82| 277|926 |1,930 83 | 224| 582 |1,6802,986
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As seen from Table 3.2, the accuracy of the refietracomes better both with
combined data and increasingalues. Although accuracy is improved by combining
HPD, as expected, time to provide recommendationeeases. CTs represent the
times to produce 5,000 referrals based on varigusuats of data. Therefore,
combining HPD improves accuracy while sacrificingtione.

When VPD is combined, the number of available itemseases. It helps find
more reliable matching between users and it is @epeimprovements in referral
gualities, while expecting an increase in CTs bseauore comparisons are done due
to increasing data. To show how overall performacbanges with integrating
varying amounts of VPD, experiments are conductbdewaryingm. Since Jester
has only limited number of items, only EM is em@dyin these experiments. For this
purpose, 1,000 training users are randomly seleatetithe same 1,000 test users
used. Referrals are computed for 5 test items mahdselected among the rated
items of test users’ ratings vectors. After findmegerrals using the new scheme with
varying m values, they are compared with true ratings, delGAs and the Fls
calculated. The CTs are also computed and thetsemd shown in Table 3.3.

Table 3.3 Overall Performance with Combining Varyirg Amounts of VPD

Split Data Combined Data

m 200| 350| 500 | 650 | 814 | 400 | 700 | 100 {1300 1628

CA (%) 63.2765.1266.1667.1667.3365.9667.5268.0470.9471.26

F1 (%) | 75.9977.2378.0978.9179.5778.4878.8478.8779.9880.84

CT (secs)218| 452| 582 | 667 | 811 | 561 | 655 | 896 |1,0931,26C

By combining VPD, it is more likely to find relismatchings between users
and have sufficient commonly rated items. That lsywas seen from Table 3.3,
accuracy improves with both combining VPD and iasiegm values. However, as
expected, CTs increase due to the same reasonsiredal previously. More

importantly, recommendations are calculated basedntegrated data are more
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reliable than the ones computed on disjoint dats @aene because reliable matching
can be found between users.

To prevent data holders from deriving data by acts ana in multiple
scenarios, the party that needs to send the conditprobabilities to the master site,
insert \s into randomly selected empty cellsa$ ratings vector. Althoughgg are
non-personalized ratings, inserting them into engatlys affects accuracy. To show
how differentf values affect the quality of the referrals, expemts are performed
using both data sets, where 1,000 train usersrendame 1,000 test users are uged.
is defined as a percentage of empty cells to bedféndx; is varied from O to 100.
Data disguising is run 10 times and CA, F1 and @es are computed. Since the

results are similar, only F1 and CT values areldisgal in Table 3.4.

Table 3.4 Overall Performance with Varyingf Values

Jester EM

X (%) | 0 | 30| 60| 100 O | 30| 60| 100

F1 (%) |67.7653.3660.9658.1981.5381.0180.7(80.57

CT (secs) 603 | 645 | 656 | 665 |1,1181,2691,4461,623

As seen from Table 3.4, insertingsvinto randomly selected cells affects
accuracy and the times required to provide recondawgons. Although accuracy
worsens by insertinggs, the results are still promising evenxjfis 100, where all
empty cells are filled with non-personalized rasin§Vith increasingx, accuracy
becomes worse and CTs increase. On the other ftatd, owners protect their
privacy by adding randomness to the private datataDholders can adjust to

achieve required levels of privacy, accuracy, dfidiency.

3.8 Conclusions

Partitioned data-based CF with privacy is recegjvircreasing attention lately.

NBC is one of the most successful algorithms onymaassification domains and
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widely used in CF. It is shown that it is still pdde to provide accurate

recommendations efficiently based on partitioneth deetween online vendors, even
competing companies, without greatly jeopardizingirt privacy. The new schemes
are evaluated in terms of accuracy and computatsits by conducting experiments
based on well-known real data sets. The experime=tlts show that the outcomes
are promising and the proposed schemes allow onrkmelors to provide accurate
referrals efficiently on partitioned data. The stles are analyzed in terms of privacy

and it is shown that they are secure.
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4, NBC-BASED COLLABORATIVE FILTERING USING CLUSTERING
WITH PRIVACY

In order to be successful, CF systems, which adelyiutilized by many
online vendors, are expected to provide accura@menendations efficiently without
deeply violating users’ privacy. Customers prefeose sites that offer accurate
predictions efficiently while preserving their paiwy. However, with increasing
numbers of users accessing the Internet and p®duwatilable online, it becomes
difficult to offer referrals to loads of users inlimited time. Providing predictions
with decent accuracy is another challenge. Moreawany CF systems fail to protect
users’ privacy. Therefore, it becomes a demandogd tp provide accurate referrals
efficiently with privacy.

In this chapter, how to improve NBC-based CF systgmrformance using
clustering is studied when binary ratings are z¢ii to offer predictions. RRT is
proposed to protect users’ privacy while still gcing accurate referrals. Various
experiments are performed on real data to show &owrate predictions are, how
much online recommendation computation times arproned, and how much
accuracy worsens due to privacy concerns. Finglly,outcomes are demonstrated
and suggestions are provided. The results showthleaproposed schemes improve

performance and allow producing accurate predist®ren with privacy concerns.

4.1 Introduction

E-commerce is increasingly becoming popular. Maagpte trade over the
Internet. Numbers of users accessing the Interndt iems available online are
rapidly escalating. Shoppers want to buy produbts they might like without
wasting too much time, while online vendors desirkeep current customers and
recruit new ones. Several methods have been entplwyachieve such goals. To
serve users better, information filtering and reowmndation schemes become
imperative. CF techniques are among such scheméswately used by many

companies to offer predictions using other useatad
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CF systems collect users’ preferences about ptedbey bought or showed
interest. They then produce referrals based on solihcted ratings by matching
together users who share the same tastes. Witthehe of CF, users can get
recommendations about movies, books, news, musg; @Staurants, bars, and other
categories. To perform CF, ratings from users fems are collected. Such ratings
can be numerical or binary; and they can be cateekplicitly or implicitly.

Ratings collected for CF are generally numeric; &osv, in some cases, CF
systems collect binary ratings for their applicaioFor example, for market basket
data analysis and document clustering, binary gatirare collected. Users’
preferences can be collected in binary ratings sipwhether they like an item or
not rather than showing how much they like or #eska product. When binary ratings
are available and collecting ratings as binarynesvitable, to perform CF services
efficiently, the most appropriate algorithms shooddutilized.

To generate high quality predictions, various CHodathms have been
proposed. Such algorithms can be categorized asomyenor model-based [5].
Although there are many CF algorithms, there ip@dect algorithm. Each algorithm
has its own advantages and disadvantages. Memsgdlkagorithms achieve higher
accuracy, while online time is not convincing. Gre tother hand, model-based
approaches achieve better online performance; henveecuracy diminishes. With
increasing number of users accessing the Intem{peoducts available online, CF
systems fail to offer accurate referrals efficigntCF systems should be able to
generate accurate referrals efficiently. Otherwisenakes no sense to use such
algorithms for recommendation purposes.

To increase the performance of CF systems, vamapmsoaches have been
suggested. Clustering is one of such approachesyapleed to CF. Using clustering,
data is grouped into several clusters; and prexdfistithen can be independently
computed in each group. Since predictions are g#égeer from each cluster
independently and data in each cluster is a subfethe entire data, online
computation time necessary to offer referrals mgjpnificantly degrade. In order to

produce predictions from binary ratings, Miyaharad @Pazzani [40] propose to



42

employ NBC, which is one of the most successfubitigms in many classification
domains. It is simple and it is shown to be competiwith other approaches.

Today's CF systems have various problems. The dimstis generating loads
of recommendations to many users during an onfiteraction. The second problem
is providing referrals with decent accuracy. Fipathe last problem is producing
truthful predictions while protecting users’ priyacTo get the most appropriate
items, customers ask predictions before they detdehoose a product to buy.
Generating such referrals to users is vital fohbmistomers and e-commerce sites.
Recommendations provided to customers should beratec and dependable.
Otherwise, inaccurate and untrustworthy predictieasl angry customers who might
decide to buy products through other online vendboskeep the current customers
and recruit the new ones, it is vital to offer redés with decent accuracy. It is an
easy task to offer predictions to users if the nemslof users and items are small.
However, it becomes tiresome to produce such @ewith increasing numbers of
users and items. Without privacy protection measutd systems are serious threat
to privacy. They pose several privacy risks [14Jilelo privacy concerns, users might
decide to give false data or refuse to contrib@tia ét all. It then becomes a problem
to provide predictions on false and/or insufficielatta. If their privacy is protected,
users might feel more comfortable to give theietdata. Therefore, protecting users’
privacy is vital for the success of CF systems.

It is possible to take advantages of memory- andahbased CF schemes.
While model-based ones offer better performanceesmodel generation is done off-
line, accuracy is worse. Memory-based ones achietter accuracy; however, their
online performances degrade with increasing aviaildata. The goal is to conduct
some computations off-line like in model-based sob® to achieve better online
performance and employ memory-based approachegptove accuracy.

According to the survey conducted by Cranor et{EB], great majority of
people have concerns about their privacy. Sincesydfems collect data from many
customers and they are a serious threat to privastpomers do not feel comfortable

to disclose their private data. They might sendefalata or refuse to give data at all.
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Without introducing privacy-preserving measuresisitdifficult to convince users
about giving their true preferences about items ®dhtcomes generated from false
and/or not enough data then are most likely to fdeustworthy and inaccurate. It is
hypothesized that if privacy measures are providegitomers might give more
truthful data; and that might improve accuracy.ohder to protect users’ privacy,
RRT is proposed to use. Such technigues can hbigedtito perturb users’ binary
preferences. Using RRT, the private data is maskeduch a way that certain
computations can be done without jeopardizing ugensacy. It can be still possible
to estimate aggregate information with decent aamufrom data disguised by using
RRT if there are enough data available. Since Gfased on aggregate computations,
CF services can be performed on perturbed data.

To improve the performance of CF systems, variqusr@aches have been
employed. Clustering is one of such approachesagptied to CF. Ungar and Foster
[65] present clustering methods for CF, where theyup people into clusters based
on the items they have bought. Instead of pariitigrusers into clusters, the set of
items are partitioned into clusters based on wsérg data [42]. Predictions then can
be independently computed in each group. Lin eff38] generate clusters from
training data and such clusters form the basisifoilar user selection. In [24], Hu et
al. propose an approach, which is a hybrid modelis#r and item-based CF. By
clustering data using-means, the authors want to improve the performahdeF
systems. Also, using item-based CF algorithm inrtheethod, they smooth sparse
data. Srinivasa and Medasani [63] propose an appraehich is active in that it can
rapidly adopt user interest changes. They preserzyfclustering approach, where
they are able to clustering at document conterdl)ewser group level, and document
clustering. In the proposed approach, only usees dustered based on cluster
membership values and real data-based testingtsestd presented to show how
effective the schemes are. Rashid et al. [53] pepo new algorithm consisting of
both memory- and model-based CF algorithms. Thelg lmumodel offline using-
means clustering algorithm on user preference ddtay then provide predictions

online using a simple nearest-neighbor approachdtition to employing clustering



44

methods to CF, as mentioned previously, other nastHike SVD and Eigentaste
have been also employed for CF to improve perfoommarAlthough, clustering
methods especiallyk-means clustering is applied to CF for improving it
performance, these clustering methodologies ardieabfor numerical ratings. As
mentioned above, data in CF systems can be inyofaem and the applied clustering
algorithms are not suitable for binary data.

The proposed work here differs from the aforemewmitbworks: Firstly, it is
investigated how to improve NBC-based CF algorithussng clustering, where
binary ratings are used for predictions. Then,telirsg users based on their disguised
data is scrutinized, where RRT is used for datakings Finally, how to provide
referrals based on masked data in each clustepemdiently is studied. Real data-
based experiments are performed, their outcomesanatyzed and shown, and
suggestions are presented.

In this chapter, how to improve NBC-based CF onabjinratings using
clustering methods are scrutinized. The proposéeres should enhance online
computation time and accuracy. It is also investéidavhether it is still possible or
not to offer predictions using the improved schemvbge preserving users’ privacy.
Since there is a trade-off among accuracy, privang, performance, solutions, which

are able to find a good balance between them,féer=d.

4.2  NBC-based Collaborative Filtering with Clustering

With increasing number of users and items, NBC-#&GE systems’ online
performance degrades. Since memory- and model-talgedthms have their own
advantages, an approach, which can leverage thantajes of both kinds of
algorithms, is proposed to provide accurate reconaagons efficiently using NBC-
based CF systems. For this purpose, firstly, dligies employed to users’ data; and
then predictions are provided based on the datadah cluster independently using
NBC-based CF algorithms.

Clustering selects subsets of users. This selebgtps CF systems choose the

most similar users and put them into the same alsistSince predictions are
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calculated based on the data in each cluster atorlime performance improves. In
this study, it is proposed to use clustering tormnp the efficiency of NBC-based CF
schemes. Although there are various clusteringrélgos, k-means is one of the
most popular algorithms. It is one of the wideledslgorithms to cluster numeric
data. However, it is not suitable for binary raingrherefore k-modes (KM)
clustering algorithm, which is a variant kfmeans algorithm to cluster categorical
data, is proposed to use. Clustering algorithmsllysplace each object in a single
cluster. However, in some cases, an object camfelm more than one cluster or it
might improve accuracy to place an object into mthran one cluster. For this
purpose, the idea of fuzzy clustering is utilizebhlike other clustering algorithms,
fuzzy clustering algorithms return cluster membgrshalues rather than clustering
objects. Fuzzy C-means and fuzzy C-modes algoritarasused to cluster numeric
and categorical data [29]. In this study, how to improve NBC-based CF usirg K
clustering algorithm is studied. Moreover, the idéduzzy clustering is applied to
KM to be able to put users into more than one elustThen, how to provide
predictions based on such algorithms without viotatisers’ privacy is investigated.
The computations contain online and off-line phas@sistering is done off-line
while predictions are provided online.

The KM algorithm takes the input parameteand partitions a set ofobjects
into k clusters. Cluster center is measured in regatdeganode value of the objects
in the cluster [22]. As explained previously, datdlected for CF purposes might be
binary. In such cases, those algorithms suitalledtegorical data should be utilized.
To find the similarities between objects for KM slering, it is needed to use a
similarity measure to calculate the likeness betwego users represented with
binary ratings. For this purpose, the variant ofiiireoto coefficient [50] is proposed
to use, as follows:

Wau =( t(ys) - tya)) / 1Y), (4.1)
wheret(ys) andt(yq) represent the number of similarly and dissimyladted items by
usersu anda, respectivelyf(y) is the number of commonly rated items by thend, an

W,y Shows the similarity between useranda. Similarities range from -1 to 1. Wy,
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> 0, users andu are similar; otherwise, they are dissimilar. Wheg is 0, they are
not correlated at all.

4.2.1 Providing Recommendations

During online recommendation generation,aashould be first assigned to a
cluster. For selecting's cluster, similarities betweea and clusters’ centers are
calculated similarlya then is assigned to the closest cluster. Notedlnater centers
are also represented with binary values. The faligumethods are proposed to use to
generate predictions:

Basic k-Modes (BKM). In this method, users are first grouped into teliss
using KM. Each user can belong to at most one @lugifter placing users in
clusters, the most similar cluster @ois determined. Finally, CF services farare
performed based on the data in that cluster only.

Extended k-Modes (EKM). The key idea behind CF is thatwill prefer
those items that like-minded users prefer, or tiigsimilar users do not [46].
Therefore, it might improve accuracy to perform §Htvices for a based on those
users’ data who are the most similar and dissinuitars taa. For this purpose, after
finding the most similar or the closest clusteratoalso the most dissimilar or the
furthest cluster t@ is found. We then compute predictions based orddia from
these two clusters. Note that one of the clusterdaen the most similar users &
while the other includes the most dissimilar usiersa. The predictions then are
determined based on the most similar and dissimdars’ data.

Fuzzy k-Modes (FKM). Conventional clustering algorithms place eachabje
into a single cluster. Unlike other algorithms, Auzclustering returns cluster
membership values, rather than putting users isteta. Users then can be clustered
based on such values, where one user can belongrtothan one cluster. When each
user belongs to a single cluster, useful infornmaticight be losed. In some cases,
some users might belong to more than one clushartefore, fuzzy clustering to KM
is applied, as follows: Similaritiesv(x) between a usar and each clustéebased on

binary ratings firstly computed, as explained poegly. The bigger thevy is the
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closer the useu to clusterk. After finding such similarities (or distanceskeus are
placed into those clusters whose similarities aggdy than or equal to a predefined
threshold £). Note that it is critical to select the optimummwhich can be determined
experimentally. When a lower value is selecteds imore likely to put dissimilar
users into the same clusters. That can make bailraxy and online performance
worse because the number of users in one clustezases and clusters may include

unlike users. If the threshold value is set todhigseful information might be losed.

4.2.2 Evaluating NBC-based CF Schemes with Clustering

The proposed schemes should be able to provideraecypredictions
efficiently. Accuracy can be defined, as followssd@mmendations produced based
on the proposed schemes should be as close asuthevithheld ratings. More
formally, the proposed methods should achieve mi@#eand F1 values. The higher
the CA and F1, the better the schemes are. Effigieor online performance
represents the online computation time requirgaréoluce recommendations.

To evaluate how clustering affects the overall penance of NBC-based CF,
experiments are performed on Jester and EM dada Akthough there are other data
sets available for CF, the results based on thege dets can be generalized.
Compared to EM, Jester is denser and almost 50l ohtings are available. To
measure the accuracy of our schemes, CA and Fngrloyed.

Higher CA and F1 indicate better recommendatiore figher the CA and
F1, the better the results are. Besides evalu#tegchemes in terms of accuracy, it
is also wanted to assess them in terms of onlme tb provide predictions. For this
purpose,T is defined in seconds as online time requiredrofferecommendations.
The smaller thd, the better the schemes are.

Firstly, numerical ratings are transformed into dsin Using the similar
methodology in [40], items are labeled as 1, if thenerical rating for the item is
bigger than 0.5, or 0 otherwise in EM, while theg &beled as 1, if the numerical
rating for the item is above 2.0, or O otherwisel@ster. Users who rated more than

60 items are selected from both data sets. Eaehsgatis randomly divided into two
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disjoint sets, train and test. For each experintéstrequired number of train and test
users are randomly selected from train and tesd, sespectively, based on the
experiment requirements. For each test user, Sl ris¢ens are randomly picked,
replaced their entries with null, and tried to peedheir votes. Predicted votes are
compared with true withheld ratings. After compgti@A and F1, the final overall
outcomes are demonstrat&dis also calculated for each set of experimentsthad
results are shown. The experiments are run using W8 7.3.0 on a computer,
which is Intel Core2Duo, 2.2 GHz with 2 GB RAM.

Firstly, experiments are performed using both dsts to show how BKM
affects the results with varying numbers of clustkns variedfrom 1 to 15, where
1,000 and 500 train and test users are used, tesggclin these experiments, each
user belongs to a single cluster. For each test aise, 5 recommendations are
produced for withheld items based on the data éncthsest cluster ta. T, CA, and
F1 values are calculated. Since the results ardasinCA andT values only are
shown in Table 4.1. Note thitis 1 means that all users are grouped into orsteriu

or there is no clustering.

Table 4.1 Effects of BKM with Varying k

Kk 1 2 3 5 7 10 13| 15

CA (%)|67.8068.3668.7268.56 68.48 68.96 68.04 68.36
Jester

T(secs) 99 | 25| 21| 13| 10 7 7 5

CA (%)|69.92 70.28 69.92 68.88/68.48 68.48 67.92 68.52
EM

T(secs) 250 | 113| 73| 49| 37| 21 19 18

As seen from Table 4.1, with increasiRgT significantly improves. With
increasingk, number of users in each cluster becomes smaltet; that maked
better. Since number of items in EM is bigger tdaster;T values for EM are worse.
For Jester, accuracy slightly improves with clusger Whenk is 10, accuracy

improves by 1.16%. For EM, accuracy improves wken2 only. Although accuracy
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slightly becomes worse whéais bigger than 2, accuracy losses are small. én th
worst case, accuracy becomes 1.44% worse. Howevdre same casd, becomes
better by almost 14 times. Whdnis 2, T gets better by 2.21 times. Due to the
sparseness of EM, accuracy losses due to clusteandd be expected. With
decreasing number of users, it becomes a challengave large enough commonly
rated items between users. To sum up, however,irtirovements inT are
significant and they might outweigh the lossesaougacy in sparse data. For dense
sets, both accuracy afidmprove with clustering.

To evaluate how overall performance changes with MEKnethod,
experiments are performed using both data sets.s@hee 1,000 and 500 train and
test users are used, respectivklis varied from 1 to 15. Referrals are producedbfor
withheld items for each test user. After computing CA, and F1 values, the
outcomes are demonstrated in Table 4.2. Since ulmmes are similar, F1 arid

values only are shown.

Table 4.2 Effects of EKM with Varying k

Kk 1 3 5 7 10, 13| 15

F1 (%)|66.64{67.60 68.74/68.93 68.0268.70 68.37|
Jester

T(secs) 99 | 53| 32| 23 18 15 12

F1 (%)|70.0269.9269.25 68.58/69.37,68.2268.40
EM

T(secs) 250 | 166| 81| 75| 48 41  AC

As seen from Table 4.2, EKM improves both accurang efficiency for
Jester. For EM, although efficiency gets bettehwitcreasingk, accuracy slightly
degrades. However, accuracy losses are negligdngared to the gains ih When
the results on EKM with the results on BKM are camgal, for Jester, EKM achieves
better results in terms of CA and F1 values. Aseetgd, T values become worse in
EKM due to the increasing number of users. Remertitarit is considered both the

most similar and dissimilar users in EKM. For EMalaet, CA and F1 values on
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EKM get slightly worse. This phenomenon could bplaxed with the sparseness of
EM. However, since referrals are generated basedabh the most similar and
dissimilar users’ data, such predictions might liendependable and trustworthy. In
terms ofT, CA, and F1 values, the optimuavalues for Jester and EM are 13 and 5
are concluded, respectively. However, CF systerasabie to determin& values
according to their preferences over accuracy afclexicy.

To show how FKM affects the results, trials are duwted using both data
sets. The same 1,000 and 500 train and test useegjain used, respectively, where
predictions are sought for randomly selected Sdra&ns for each test user. In order
to determine the optimum value ofand how accuracy changes with different
values ofz is varied from 0.30 to 0.75. Although experiments performed while
changingk from 1 to 15, the outcomes are demonstrateckfobeing 13 and 5 for
Jester and EM, respectively. After calculating CAd a1 values, the results are

displayed in Table 4.3.

Table 4.3 Effects of FKM with Varying t

T 0.30| 0.50| 0.65| 0.75

CA (%)|68.8468.1268.28 67.68
Jester

F1 (%)|67.7367.1667.2166.51

CA (%)|69.4068.00 68.40 68.16
EM

F1 (%)|68.4267.4067.9667.26

For Jester, remember that whers 1 or no clustering, CA and F1 values are
67.80 and 66.64, respectively. For EM, they ard®B@nd 70.02, respectively. As
seen from Table 4.3, the results for varieuslues are better than the results Kor
being 1 for Jester. In terms of accuracy, the aueoare the best whens 0.30 for
Jester. However, with decreasingalues, since each cluster is more likely to donta
more users, online computation times are expeciethdrease. With increasing

values,T is expected to improve. Therefore, in terms ofral@erformance, 0.65 can
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be selected as the optimum valuerdbr Jester. For EM, due to its sparseness, the
outcomes are slightly worse compared to the basdtse For EM, as for Jester, 0.65
can be chosen as the optimum value loécause it happens to give the best results in
terms of accuracy and efficiency.

To sum up, clustering significantly improves efficcy. With clustering, it
becomes easier to provide loads of referrals toynugers in a limited time during an
online interaction. Since the more clusters halve,léss users each cluster includes,
online performance improves with increasing nundfesiusters. For dense data sets,
clustering makes accuracy better. For sparse @dsa Isowever, clustering slightly
degrades accuracy. The gains in online performdoeego clustering compensate the

losses in accuracy.

4.3  Privacy-Preserving NBC-based CF with Clustering

Privacy has been increasingly receiving attent&lthough it is not easy to
define privacy succinctly, privacy can be definedthis context, as follows: CF
systems should not be able to learn the true vadfiassers’ ratings. Moreover, it
sometimes might be more dangerous for people tdadis that they rated or bought
certain items. Therefore, besides preventing Clkerys learning true rating values,
CF systems should not be allowed to learn the ratetior unrated items by each
user.

With the evolution of the Internet and e-commercellecting customers’
private data becomes easier. Due to privacy coacenany users do not want to
reveal their data. Today's CF systems are advaotegenowever, they are serious
threat to individual privacy. They pose severalvacy risks such as unsolicited
marketing, price discrimination, being subject tovernment surveillance, users’
profiles might be used in a criminal case, andrs¢ld]. Customer data is considered
valuable and can be transferred. Due to such risders do not feel comfortable to
disclose their preferences. They sometimes refugeavide data at all or might give

false data. Recommendations then on such insuffieied false are more likely to be
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inaccurate and untrustworthy. If users’ privacypietected, they might feel more
comfortable to give their data and it becomes ¢asypllect more truthful data.

Users’ privacy is protected while still providingarate predictions using
clustering-based CF systems. Users disguise thtirgs before sending them to a
server. The data perturbation techniques shouldbte to prevent the server from
learning true ratings and rated items. Moreovegytishould be able to allow
providing accurate referrals efficiently. RRT isoposed to use to achieve privacy.
As stated previously, it sometimes might be monegedeous for people to disclose
that they rated or bought certain items. Thereftrey might to hide their rated items
besides hiding true ratings. To prevent the sereen learning rated items, users can
fill some of their empty cells with fake ratings default votes. As investigated by
[28], users can fill empty cells in such a way thiave required levels of accuracy
and privacy. RRT makes it possible to estimate eggfe data items with decent
accuracy. Although we cannot do anything with indlial user's masked data, it is
still possible to estimate aggregate data. Sinosteting and NBC-based CF are
based on aggregate data, meaningful outcomes catilllbgenerated from perturbed
data. When there are enough users and/or itemsgotiteibution of faked or default
votes to similarity and prediction computations Iwik close to zero. Therefore,
NBC-based CF can be combined with RRT to provigeligtions with privacy.

Multi-group schemes [28] are utilized to mask prevalata. After data
clustering, similar schemes employed by [28] can udized to produce
recommendations using NBC-based CF algorithm. Hewedata clustering can be
accomplished based on disguised data. Since ugsggsise their rating vectors by
dividing them into multiple groups (let s groups,M-group scheme), the server
must be consider all possibilities to estimate #milarities between disguised
vectors because it does not know if the receivad dams are true or false. Since
similarities are calculated between two maskedorscthe server must consider all
2™ possibilities when ratings are grouped it groups. Therefore, to find
similarities, Eq. (4.1) should be modified in suahway to estimate similarities
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between disguised vectors. The server can estiswaie similarities by modifying

Eq. (4.1), as follows:
o2 *
Vvij - z=1 Vvijz pZ (42)

wherew’; is the estimated similarity between masked ratirgggorsi andj, M shows
number of groupsp, represents the probability of occurrencezBfpossibility, and
W’ is the estimated similarity between masked ratingstorsi andj in the case of
the Z" possibility. For example, if users disguise thiita by using 2-group scheme,
the similarity between two disguised vectors can dséimated, as follows, by

considering all 2possibilities:
' - 216 ' * = ' * + ' * + + ' * 4 3
\Nj z=1 Vij pz \le p1 \NjZ pz \Nilﬁ plB (4.3)

In addition to protecting users’ privacy, the prepd schemes should preserve
active users’ privacy, as well. As explained inti8ec?2. 4. 4,a's privacy can be

achieved using the 1-out-ofOblivious Transfer protocol.

4.3.1 Evaluating Privacy-Preserving NBC-based CF with Clgtering

The proposed privacy-preserving schemes shoulavalleé systems to offer
accurate referrals while preserving privacy. Furtiere, they should not introduce
significant overhead costs due to privacy concefissexpected, privacy protection
measures make accuracy worse because accuracyiaacypare conflicting goals.
However, accuracy losses due to privacy conceroslglbe acceptable.

To show how accuracy changes due to privacy piotecheasures, trials are
performed using both data sets. 1,000 and 500 fmetsining and testing are used,
respectively. 5 test items are again used for ¢ashuser. Data disguising is done
100 times. In other words, experiments are condud@0 times while each time
disguising data independently. After computing CAdaF1l values, the overall
averages are displayed. Since hiwand @ affect accuracy is already discussed in

Section 2.6M is set at 3 and at 0.60 for the experiments. With increasMandé



54

values, randomness increases while accuracy dingigis Moreover, privacy
improves due to increasing randomness. To hidedfateated items, randomly
selected 50% of empty cells were filled with fakéings. EKM is employed in these
experiments, wherkis set at 13 and 5 for Jester and EM, respectivdig. outcomes

are displayed in Table 4.4.

As seen from Table 4.4 and expected, accuracy degravith privacy
concerns for both data sets. On average, accureagakes by 4% in terms of CA
and F1 for both data sets. As generally known,gayvand accuracy are conflicting
goals. Therefore, it is expected that accuracy imesoworse due to privacy
protection measures. It is vital, however, thathslasses should not be significant.
The results show that it is still possible to offeedictions with decent accuracy
without greatly violating users’ privacy. Moreoveusers and CF systems can
determine the values &l and#, and decide how many empty cells to disguise in
such a way to achieve required levels of privaay arcuracy.

Table 4.4 EKM with Privacy

| Without Privacy With Privacy
CA (%) 69.44 65.34
Jester
F1 (%) 68.70 64.05
CA (%) 69.24 65.01
EM
F1 (%) 69.25 65.83

The proposed schemes do not introduce additionarage and
communication costs in terms of number of commuiooa. However, since users
fill some of their empty cells, amount of data sfemred increases due to privacy
concerns. As explained previously, the schemesudclboth off-line and online
computation costs. Note that clustering is doneliof. Without privacy concerns,
online computation times improve because recomniendacalculated on data in

each cluster independently and entire data is g@upto clusters. Unlike online
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costs, off-line costs are not critical for overgerformance. Although online
computation costs decrease due to clustering,expected that online costs increase
due to privacy concerns. Remember that users petha&ir data by dividing them
into M groups and disguising each group independentlg. SEtver should consider
all possibilities to offer predictions because aed not know whether the received
data is true or false. Moreover, sinaesendsY ratings vectors including her true
ratings vector, the system should compute predistimased on all these vectors.
Privacy analysis can be similarly done as done eéctiBn 2.5. Due to
randomly inserted fake or default faults, the semwél not be able to learn rated
items. Since the server does not know the randgmaherated, values, it does not
know whether the received data is true or falsethVificreasingM values and
increasing# values towards 0.5, privacy improves as expeciggl to increasing
randomness. However, accuracy diminishes. The wmerable to seledl and d

values to achieve required levels of privacy arcieacy.

4.4  Conclusions

Using clustering is proposed to improve the ovepaiformance of NBC-
based CF systems. With increasing available datagdomes tiresome to generate
loads of recommendations to many users. Clustgrargtions data into subsets and
predictions could be produced from data in eaclsesuimdependently. Since NBC-
based CF is based on binary ratingsnodes clustering algorithm is proposed to
utilize clustering to group binary data. In order dchieve better accuracy, fuzzy
clustering is also tried to apply. To evaluate ¢kerall performance of the schemes,
real data-based experiments are performed. Expetinesults show that clustering
significantly improves online computation times.dadition, it increases accuracy for
dense data sets. For sparse data sets, accurghttystliminishes with clustering.
However, the gains in efficiency outweigh the I@sgeaccuracy.

Besides accuracy and efficiency, privacy protectioranother demanding
goal of CF systems. We propose schemes to achiB@&ésed CF with clustering

while preserving users’ privacy including activeerss Privacy, accuracy, and
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performance are conflicting goals. Due to privaopaerns, we expect that accuracy
and efficiency degrade. However, losses due toapyiprotection measures should
be acceptable. The experiment results show thairacg losses due to privacy
protection are not significant. Although off-linelditional costs increase due to
privacy, they are not critical for overall perfomt®. In order to achieve a good
balance between privacy, accuracy, and performarsggs and CF systems are able

to determine the parameters of privacy protectieasares.
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5. CONCLUSIONS AND FUTURE WORK

In this thesis, approaches are proposed to overtcbenehallenges for NBC-
based CF algorithm. The proposed schemes are adalyzerms privacy, accuracy,
and efficiency; and they are encouraged with ratd-thased experiments.

The experiments results show that it is possible ptoduce private
recommendations using RRT with NBC. The proposé@is@ makes it possible for
servers to collect private data without greatly poomising users’ privacy.
Experiments results show that the schemes allowigirg referrals with decent
accuracy. To obtain a balance between accuracyagyi and efficiency, the
parameters of the schemes can be adjusted. Acgotdirxperiments results, the
proposed approach parameters have different effestgprivacy, accuracy, and
efficiency. If & values increase from 0 to 0.5, privacy level insemaand while
accuracy decreases.dfcontinues to increase from 0.5 to 1, privacy ledetreases
while accuracy increases. These results show thatqy and accuracy are
conflicting goals. In addition, the group numbergmaeterM haseffect on privacy
and accuracy. IM increases from 1 to 5, privacy level increasesydwer, accuracy
decreases. For producing private and accurateghi@,f andM must be adjusted.

Partitioned data-based CF with privacy is receivimggeasing attention lately.
It is shown that it is still possible to providecacate recommendations efficiently
based on partitioned data between online vendorsn eompeting companies,
without greatly jeopardizing their privacy. Solui®are proposed to produce private
referrals efficiently based on partitioned datangsNBC. The experiments results
show that the outcomes are promising and the pempathemes allow online
vendors to provide accurate referrals efficienttydistributed data without revealing
their private data. The methods are analyzed imdeof privacy and the analysis
shows that they are secure. The effects of integyatistributed data and privacy
concerns on accuracy are scrutinized based ondeg¢atbased trials. Moreover, the
solutions allow data holders to produce referréisiently.

Evolution of CF systems increases and the restilthi® evolution increase

the runtime of CF algorithms. Lots of algorithmsvéeeen proposed to overcome
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this challenge. In the fourth chapter, an apprdagbroposed to improve runtime of
NBC and also privacy techniques are applied toeaehefficient CF systems with
privacy. It is shown that online performance of NB&ed CF can be improved by
usingk-modes clustering has a vital effect on accuracy and computation.tiDsa
owners must choose the optiminfior their data sets. With the optimum valuekpf
more accurate and efficient predictions can be ig¢ee@. Experiment results show
that clustering significantly improves online cortgdion times. In addition, it
increases accuracy for dense data sets. For splatse sets, accuracy slightly
diminishes with clustering. However, the gains fficeency outweigh the losses in
accuracy. The proposed schemes are evaluated basedperiments results. The
outcomes show that it is possible to offer NBC-bla€4 services efficiently with
decent accuracy using clustering methods. Usergagy is preserved by using RRT.
Accuracy losses due to privacy concerns are nétgigi

Due to various privacy concerns, users might decwaehide their data
variably. They can mask their private using différé values and group schemes. If
they differently perturb their data, it becomeshallenge to provide predictions from
such inconsistently masked data. In the futureyilit be studied whether it is still
possible or not to provide accurate predictionsisérs disguise their data variably. If
users reveal some aggregate data whose disclosere bt violate their privacy,
accuracy might improve. It should be deeply inggted whether such data closures
are possible and they improve accuracy.

The proposed schemes for both HPD and VPD can by extended to
multi-party schemes. With increasing number of ipartinvolving CF process,
computation and communication costs are expectauctease. Although combining
distributed data makes accuracy better, additimosts due to privacy concerns
should be scrutinized deeply. Therefore, theré gihains work to be done about
multi-party schemes.

There are remains works to be done in order to sivbw clustering makes
accuracy slightly worse for sparse data sets. Alghoit is explained it due to

sparsity, detail investigations should be performd@ improve the overall
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performance of privacy-preserving schemes, aggeedata disclosures might be
employed. How to utilize aggregate data disclosuesmprove accuracy and
efficiency will be scrutinized. To cluster binaryatd, other clustering algorithms
could be used. It will be investigated whether allgperformance can be improved

or not by using another memory-based CF algorithftes clustering.



60

REFERENCES

[1] Basu, C., Hirsh, H., and Cohen, W. W., “Recomudetion as classification:
Using social and content-based information in rem@mdation”,Proceedings
of the Recommender System Works®@)y14-720, 1998.

[2] Berkovsky, S., Eytani, Y., Busetta, P., KuflikT., and Ricci, F.,
“Collaborative filtering over distributed environmt&, Proceedings of the
Workshop on Decentralized, Agent Based and So@akoaches to User
Modeling, in conjunction with the fOlnternational Conference on User
Modeling Edinburg, UK, 33-40, 2005.

[3] Bezdek, J.C., Fuzzy mathematics in patternstii@ation,PhD thesisCornell
University, Ithaca, NY, USA, 1973.

[4] Billsus, D. and Pazzani, M. J., “Learning cbltaative information filters”,
Proceedings of the i5international Conference on Machine Learning
Madison, WI, USA, 46-54, 1998.

[5] Breese, J. S., Heckerman, D. and Kadie, C., pEical analysis of predictive
algorithms for collaborative filteringProceedings of the ¥4Conference on
Uncertainty in Artificial IntelligenceMadison, WI, USA, 43-52, 1998.

[6] Bunn, P. and Ostrovsky, R., “Secure two-pattymeans clustering”,
Proceedings of the Y4ACM conference on Computer and Communications
Security Alexandria, VA, USA, 486-497, 2007.

[7] Canny, J., “Collaborative filtering with privgc via factor analysis”,
Proceedings of the 85ACM SIGIR'02 Tampere, Finland, 238-245, 2002.

[8] Canny, J., “Collaborative filtering with privg¢ Proceedings of the IEEE
Symposium on Security and Priva®gkland, CA, USA, 45-57, 2002.

[9] Chandrashekhar, H., and Bhasker, B., “Collabeeafiltering based on the
entropy measureCEC'07 and EEE'Q7Tokyo, Japan, 203-210, 2007.

[10] Chen, A. Y., and McLeod D., “Collaborative filtering foinformation
recommendationsystems”, Encyclopedia of E-Commerce, E-Government,
and Mobile Commercénformation Science Reference,118-1242006.



[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

61

Chen, J., and Yin, J., “A collaborative filteg recommendation algorithm
based on influence setRuan Jian Xue Bao/Journal of Softwate, 1685-
1694, 2007.

Chen, Y., and Cheng, L., “A novel collabor&iViltering approach for
recommending ranked itemExpert Systems with Applicatiqrz(4), 2396-
2405, 2007.

Chen, Y., and George, E. I., “A Bayesian nidoe collaborative filtering”,
Proceedings of the"™International Workshop on Atrtificial Intelligencand
Statistics Fort Lauderdale, FL, USA, 1999.

Cranor, L. F., “I didn’t buy it for myself gpvacy and e-commerce
personalization”Proceedings of the 2003 ACM Workshop on Privacthe
Electronic SocietyWashington, DC, USA, 111-117, 2003.

Cranor, L. F., Reagle, J.,, and Ackerman, M, Beyond concern:
Understanding net users’ attitudes about onlinev@cy, Technical report
AT&T Labs-Researchl999.

Du, W. and Zhan, Z., “Using randomized respgotachniques for privacy-
preserving data mining”,Proceedings of the "™ ACM SIGKDD'03
Washington, DC, USA, 505-510, 2003.

Even, S., Goldreich, O., and Lempel, A., “Axd@mized protocol for signing
contracts”,Communications of the ACM8, 637-647, 1985.

Fisher, D., Hidrum, K, Hong, J., Newman, Mhdmas, M., and Vuduc, R.,
“‘SWAMI: Framework for collaborative filtering algthm development and
evaluation”, Proceedings of the 23 Annual International SCM SIGIR
Conference on Research and Development in Infeom#&Retrieval Athens,
Greece, 366-368, 2000.

Goldberg, K., Roeder, T., Gupta, D., and ReskiC., “Eigenstaste: A constant
time collaborative filtering algorithm”nformation Retrieval4(2), 133-151,
2001.

Grcar, M., “User profiling: collaborative féting”, Proceedings of the SIKDD
2004 at Multiconference |%jubljana, Slovenia, 2004.



[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

62

Gupta D., Digiovanni M., Narita H., and GoldbeK. “Jester 2.0: A new
linear-time collaborative filtering algorithm apgdl to jokes” Proceedings of
the 229 Annual International ACM SIGIR Conference on Resfeaand
Development in Information Retriey&@erkeley, CA, USA, 291-292, 1999.
Herlocker, J. L., Konstan, J. A., Borchers,, Aand Riedl, J. T., “An
algorithmic framework for performing collaboratifi#ering”, Proceedings of
the 22¢ Annual International ACM SIGIR Conferendgerkeley, CA, USA,
230-237, 1999.

Hill, W., Stead, L., Rosenstein, M., and Fwn&., “Recommendation and
evaluating choices in a virtual community of usefpceedings of the ACM
CHI'95 Conference on Human Factors in Computingt&ys Denver, CO,
USA, 194-201, 1995.

Hu, R. and Lu, Y., “A Hybrid user and item-legiscollaborative filtering with
smoothing on sparse dataArtificial Reality and Telexistence (ICAT'(Q6)
China, 184-189, 2006.

Hurt, A., Bauer, M., and Breytmann, BCollaborative filtering in a
distributed environment: An agent-based approachechnical report,
University of Applied Sciences Wurzburg, GermanyQ@.

loandinis, A., Grama, A., and Atallah, M., “gecure protocol for computing
dot-products in clustered and distributed enviromtheProceedings of the
2002 International Conference on Parallel ProcegsiCanada, 379-394,
2002.

Kaleli, C. and Polat, H., “Providing naive Bsyan classifier-based private
recommendations on partitioned dath&cture Notes in Computer Science,
4702 515-522, 2007.

Kaleli, C. and Polat, H., “Providing privateaommendations using naive
Bayesian classifier’Advances in Intelligent Web Mastering3, 168-173,
2007.

Kam, M. N. and Huang, Z., “A fuzzk-modes algorithm for clustering
categorical data’EEE Transactions on Fuzzy Systei(d), 446-452, 1999.



[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

63

Kantarcioglu, M. and Clifton, C., “Privacy-merving distributed mining of
association rules on horizontally partitioned datarransactions on
Knowledge and Data Engineerin6(9), 1026-1037, 2004.

Kantarcioglu, M. and Clifton, C., “Privatelyomputing a distributed kn
classifier”, Proceedings of the"8European Conference on Principle and
Practice of Knowledge Discovery in Databadessa, Italy, 279-290, 2004.
Kantarcioglu, M. and Vaidya, J. S., “Privacseperving n&ve Bayes classifier
for horizontally partitioned dataRroceedings of the IEEE ICDM Workshop
on PPDM Melbourne, FL, USA, 3-9, 2003.

Kaya, S. V., Pedersen, T. B., Savas, E., aagbhi, Y., “Efficient privacy-
preserving distributed clustering based on sedratisg”, Lecture Notes in
Artificial Intelligence 4819 280-291, 2007.

Kleinberg, J. and Sandler, M., “Using mixtureodels for collaborative
filtering”, Proceedings of the $6ACM Symposium on Theory of Computing,
Chicago, IL, USA, 569-578, 2004.

Konstan, J. A., Miller, B. N., Maltz, D., Hextker, J. L., Gordon, L. R., and
Rield, J. T., “GroupLens: Applying collaborativdtdéring to Usenet news”,
Communications of the AGMO0(3), 77-87, 1997.

Lekakos, G. and Giaglis, G. M., “A hybrid appch for improving predictive
accuracy of collaborative filtering algorithms’Electronic Commerce
Researchl7, 5-40, 2007.

Lemire, D. and Maclachlan, A., “Slope one potars for online rating-based
collaborative filtering”,Proceedings of the 2005 SIAM Data Minitgwport
Beach, CA, USA, 2005.

Lin, C., Xue, G., Yang, Q., Xi, W., Zeng, Hyu, Y., and Chen, Z., “Scalable
collaborative filtering using cluster based smowgfj Proceedings of the 38
Annual International ACM SIGIR Conference on Resleand Development
in Information RetrievalSalvador, Brazil, 114-121, 2005.



[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

64

Meruge, S. and Ghosh, J., “Privacy-preservitigiributed clustering using
generative models’Proceedings of theBIEEE International Conference on
Data Mining,USA, 211-218, 2003.

Miyahara, K. and Pazzani, M. J., “Improvemehtollaborative filtering with
the simple Bayesian classifierTransactions of Information Processing
Society of Japam3(11) 3429-3437, 2002.

Naor, M. and Pinkas, B., “Oblivious transfemdapolynomial evaluation”,
Proceedings of the 81ACM Symposium on Theory of ComputiAganta,
GA, USA, 245-254, 1999.

O’Connor, M. and Herlocker, J. L., “Clusteringems for collaborative
filtering”, Proceedings of SIGIR 2001 Workshop on Recommenderss
New Orleans, LA, USA, 2001.

Oliveira, S. R. M. and Zaiane, O. R., “Achiegi privacy preservation when
sharing data for clusteringRroceedings of the International Workshop on
Secure Data Management in a Connected World inucaion with VLDB,
Canada, 67-82, 2004.

Ouyang, W. and Huang, Q., “Privacy-preservigsociation rules mining
based on secure two-party computatioh&cture Notes in Control and
Information Science844, 969-975, 2006.

Parameswaran, R. and Blough, D. M., “Privacggerving collaborative
filtering using data obfuscationlzEE International Conference on Granular
Computing Silicon Valley, USA380-387, 2007.

Pennock, D. M., Horvitz, E., Lawrence, S., &iles, C. L., “Collaborative
filtering by personality diagnosis: A hybrid memerand model-based
approach”,Proceedings of the f6Conference on Uncertainty in Artificial
Intelligence,Stanford, CA, USA, 473-480, 2000.

Polat, H. and Du, W., “Achieving private recorandations using randomized
response techniquesAdvances in Knowledge Discovery and Data Mining
3918637-646, 2006.



65

[48] Polat, H. and Du, W., “Privacy-preserving edlorative filtering”
International Journal of Electronic Commer@&€4), 9-36, 2005.

[49] Polat, H. and Du, W., “Privacy-preserving edlbrative filtering on vertically
partitioned data”’L.ecture Notes in Computer Scien8é21, 651-658, 2005.

[50] Polat, H. and Du, W., “Privacy-preserving thp+recommendation on
horizontally partitioned data”’Proceedings of the 2005 IEEE/WIC/ACM
International Conference on Web IntelligenBaris, France, 725-731, 2005.

[51] Polat, H. and Du, W., “Effects of inconsistgninasked data using RPT on
CF with privacy”, Proceedings of the 2007 ACM Symposium on Applied
Computing Seoul, Korea, 649-653, 2007.

[52] Popescul, A., Ungar, L. H., Pennock, D. M.ddrawrence, S., “Probabilistic
models for unified collaborative and content-bassmbmmendation in sparse
environments”, Proceedings of the 17 Conference on Uncertainty in
Artificial Intelligence Seattle, WA, USA, 437-444, 2001.

[53] Rashid, A. L., Lam, S. K., Karypis, G., anceBi, J. T., “ClustKNN: A highly
scalable hybrid model- & memory-based collaborafiltering algorithm”,
Proceedings of the WebKDD, Web Mining and Web UsAgalysis
Pennsylvania, USA, 2006.

[54] Resnick, P. and Varian, H. R., “Recommendetteays”, Communications of
the ACM 40(3), 56-58, 1997.

[55] Resnick, P., lacovou, N., Suchak, M., BergstroP., and Riedl, J. T.,
“GroupLens: An open architecture for collaboratifilbering of netnews”,
Proceedings of the ACM Conference on Computer Stggb&ooperative
Work, Chapel Hill, NC, USA, 175-186, 1994.

[56] Rizvi, S. J. and Haritsa, J. R., “Maintainidgta privacy in association rule
mining”, Proceedings of the #8Very Large Data Bases (VLDB) Conference
Hong Kong, China, 682-693, 2002.

[57] Sanil, A. P., Karr, A. F., Lin, X., and Peited. P., “Privacy-preserving
regression modeling via distributed computatioRtpceedings of the 10
International ACM SIGKDD ConferencBeattle, WA, USA, 677-682, 2004.



66

[58] Sarwar, B. M., Konstan, J. A., Borches, A.rldeker, J. L., Miller, B. N., and
Riedl, J. T., “Using filtering agents to improveegiction quality in the
GroupLens research collaborative filtering systeRroceedings of the 1998
ACM Conference on Computer Supported Cooperativek \Reattle, WA,
USA, 345-354, 1998.

[59] Sarwar, B., Karypis, G., Konstan, J., and Ried., “Analysis of
recommendation algorithms for e-commercBtpceedings of the"2 ACM
conference on Electronic commerédinnesota, USA, 158-163, 2000.

[60] Sarwar, B., Karypis, G., Konstan, J., and Ried.,, “Application of
dimensionality reduction in recommender systemasecstudy”Proceedings
of the ACM WebKDD 2000 Web Mining for E-commercekéfmp Boston,
MA, USA, 682-693, 2000.

[61] Sarwar, B., Karypis, G., Konstan, J., and Ridd “ltem-based collaborative
filtering recommendation algorithmsProceedings of the f0International
World Wide Web Conferenddong Kong, 285 — 295, 2001.

[62] Shardanand, U. and Maes, P., “Social inforomatiiltering: Algorithms for
automating “word of mount™Proceedings of the 1997 IEEE Symposium on
Security and PrivagyOakland, CA, USA, 210-217, 1997.

[63] Srinivasa, N. and Medasani, S., “Active fuzalystering for collaborative
filtering”, Proceedings of the 2004 IEEE International Confereon Fuzzy
SystemsBudapest, Hungary, 1697-1702, 2004.

[64] Su, X., Greiner, R., Khoshgoftaar, T. M., afldu, X., “Hybrid collaborative
filtering algorithms using a mixture of expertsRroceedings of the
IEEE/WIC/ACM International Conference on Web Ingelhce, USA, 645-
649, 2007.

[65] Ungar, L. H.,, and Foster, D. P., “Clusteringethods for collaborative
filtering”, Proceedings of the Workshop on Recommendationnsysie the
15" National Conference on Artificial Intelligenc&lenlo Park, CA, USA,
1998.



[66]

[67]

[68]

[69]

[70]

[71]

[72]

67

Vaidya, J. and Clifton, C., “Privacy-preserginlecision trees over vertically
partitioned data”Data and Applications Security XIX 2Q08SA, 139-152,
2005.

Vaidya, J. S. and Clifton, C., “Privacy-pregeg association rule mining in
vertically partitioned data”,Proceedings of the "8 International ACM
SIGKDD ConferengeEdmonton, Alberta, Canada, 639-644, 2002.

Vaidya, J. S. and Clifton, C., “Privacy-pregeg k-means clustering over
vertically partitioned data’Proceedings of the 2004 SIAM Conference on
Data Mining Lake Buena Vista, FL, USA, 206-215, 2003.

Vaidya, J. S. and Clifton, C., “Privacy-pregeg naive Bayes classifier for
vertically partitioned data”,Proceedings of the "9 International ACM
SIGKDD ConferencéWashington, DC, USA, 206-215, 2003.

Warner, S. L., “Randomized response: A surteghnique for eliminating
evasive answer bias’Journal of the American Statistical Association
60(309) 63-69, 1965.

Westin, A. F.,Freebies and privacy: What net users thifkechnical report
Opinion Research Corporation, 1999.

Yu, H., Vaidya, J., and Jiang, X., “Privacyeperving SVM classification on
vertically partitioned data’l.ecture Notes in Computer Scien8918 647-
656, 2006.



