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Abstract. In this study, a new algorithm based on polyhedral conic func-

tions (PCFs) is developed to solve multi-class supervised data classification

problems. The k PCFs are constructed for each class in order to separate it
from the rest of the data set. The k-means algorithm is applied to find ver-

tices of PCFs and then a linear programming model is solved to calculate the

parameters of each PCF. The separating functions for each class are obtained
as a pointwise minimum of the PCFs. A class label is assigned to the test

point according to its minimum value over all separating functions. In order to

demonstrate the performance of the proposed algorithm, it is applied to solve
classification problems in publicly available data sets. The comparative results

with some mainstream classifiers are presented.

1. Introduction. Supervised data classification problems are among most impor-
tant in data mining and machine learning. They have lots of applications including
banking, drug design, engineering, business, medicine and voice recognition. There
are different approaches for solving this problem and mathematical programming
approaches are among most powerful. For example, the well known Support Vector
Machines algorithms involve solving of a quadratic programming problem (see, for
example, [8, 16]).

Mathematical programming approaches allow to consider different nonlinear sep-
arating surfaces. Such approaches include h-polyhedral separability [1], max-min
separability [4, 5] and polyhedral conic separability [7, 9] which provide piecewise
linear separating surfaces between classes. In all cases some kind of nonsmooth
error function is formulated and minimized using optimization and in particular,
nonsmooth derivative free optimization techniques [6].

The concept of polyhedral conic separability based on polyhedral conic functions
(PCFs) was introduced in [9](see, also [14]). An algorithm for calculation of poly-
hedral conic functions separating two sets was developed in [9]. This algorithm
randomly chooses a data point from one of these sets as a first vertex and computes
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the first PCF. Then all data points from this set separated by the obtained PCF
are removed from the set and next vertex is randomly selected from the rest of the
set. This process continues until all points from the selected set are separated. A
classifier is constructed as a pointwise minimum of all obtained PCFs. Despite some
promising results such an approach may suffer over-fitting. Another algorithm was
introduced in [14] based on the bi-objective integer programming approach. Objec-
tives in this approach are to minimize the number of PCFs separating sets and to
maximize the number of correctly classified points. Although this algorithm suffers
over-fitting problem in some data sets, however it reduces this problem in compari-
son with the first algorithm. Furthermore this algorithm is time consuming in large
data sets.

In this paper, a new classifier is designed based on the combination of the poly-
hedral conic separation approach and k-means clustering technique. We apply k-
means algorithm to find vertices of PCFs and then find PCFs for each cluster by
solving a linear programming problem. This classifier is different from that given in
[9, 14] where the final classifier is obtained by sequentially eliminating the correctly
classified points whereas in the proposed algorithm the classifier is constructed in
one step using cluster centers found by the k-means algorithm. The use of clustering
algorithms allows to decrease significantly the number of vertices and consequently
the number of PCFs which helps to avoid over-fitting problem. Moreover the use of
linear programming techniques makes the algorithm applicable to large data sets.

The proposed algorithm is applied to solve classification problems in some pub-
licly available data sets including large data sets. We demonstrate the performance
of the algorithm using one illustrative example. Comparison of the proposed clas-
sifier with some mainstream classifiers is also presented using numerical results.

The rest of the paper is organized as follows. Section 2 provides a brief description
of polyhedral conic separation and k-means algorithm. The proposed algorithm is
given in Section 3 and computational results of this algorithm are reported in Section
4. Some concluding remarks are given in Section 5.

2. Prelimineraies. In this section we briefly describe the concept of polyhedral
conic separability as well as the k-means algorithm for clustering.

2.1. Polyhedral conic separation. PCFs have recently been proposed to con-
struct a separation function for the finite point sets A,B ⊂ Rn [9]. Definition 2.1
and Lemma 2.2 quoted below are given in [9]. The notion of conic separation is also
discussed in [2, 12, 11, 13].

Definition 2.1. A function g : Rn → R is called polyhedral conic if its graph is a
cone and all its level sets

S(α) = {x ∈ Rn : g(x) ≤ α } ,
for α ∈ R, are polyhedrons.

Figures 1 and 2 illustrate the graph and level set of the following polyhedral conic
function,

g(x1, x2) = 0.11(x1 − 2) + 0.11(x2 − 2) + 0.33(|x1 − 2|+ |x2 − 2|)− 1

respectively.
Given w, c ∈ Rn, ξ, γ ∈ R a PCF g(w,ξ,γ,c): Rn → R is defined as follows:

g(w,ξ,γ,c)(x) = 〈w, x− c〉+ ξ ‖x− c‖1 − γ, (1)
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Figure 1. The graph of the polyhedral conic function g

Figure 2. The level set of the polyhedral conic function g

where ‖x‖1 = |x1| + · · · + |xn| is an l1-norm of the vector x ∈ Rn and 〈·, ·〉 is an
inner product in Rn.

Lemma 2.2. A graph of the function g(w,ξ,γ,c) defined in (1) is a polyhedral cone
with a vertex at (c,−γ) ∈ Rn × R.

The sets A and B are polyhedral conic separable if there exist a finite number
of PCFs gl = g(wl,ξl,γl,cl), l = 1, . . . , L such that

min
l=1,...,L

gl(a) ≤ 0 ∀ a ∈ A

and
min

l=1,...,L
gl(b) > 0 ∀ b ∈ B.

The way a PCF can separate two sets A and B in R2 is shown in Figure 3. In
this figure the set A contains red points and the set B contains blue points. The
graph of the PCF separating these two sets is in yellow. Even though A and B
are linearly inseparable, the constructed polyhedral conic function can completely
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Figure 3. Separation using a polyhedral conic function
g(x, y) = −1.9x+ 1.1y + 2.3 (|x|+ |y|)− 6.6

separate these sets. The level set of the separating function is the intersection of
four half-spaces: 0.4x+ 4.4y−6.6 ≤ 0, 0.4x−1.2y−6.6 ≤ 0, −4.2x−1.2y−6.6 ≤ 0
and −4.2x+ 4.4y− 6.6 ≤ 0. An algorithm generating a polyhedral conic separating
function, therefore called a PCF algorithm, is developed in [9].

2.2. K-means. K-means algorithm is one of the well known algorithms for solving
clustering problems. It is easy to implement, fast and applicable to very large data
sets.

Algorithm 1. K-Means Algorithm

Step 1. Choose a seed solution consisting of k centers (not necessarily belonging to
A).

Step 2. Allocate data points a ∈ A to their closest centers and obtain k-partition
of A.

Step 3. Recompute centers for this new partition and go to Step 2 until no more
data points change their clusters.

3. The K-means PCFs algorithm. In this section we design a new classifier for
solving supervised classification problems in finite point data sets with finite number
of classes. This algorithm applies k-means algorithm to find vertices of PCFs.

Assume we are given finite point set A ⊂ Rn with p classes. More specifically
the set

A = {ai ∈ Rn : i ∈ I}, I = {1, 2, . . . ,m}
and its classes Aj , j = 1, . . . , p are given. For each class Aj we construct the
following set

Bj =

p⋃
l=1,l 6=j

Al

which is a union of all classes except the class Aj .
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Algorithm 2. k-means PCF

Step 0. Set j := 0 and select the number of clusters, k.
Step 1. Set j := j + 1 and select the sets Aj and Bj .
Step 2. Apply the k-means algorithm to the set Aj to find k clusters Ajr and their

centroids cjr ∈ Rn, r = 1, . . . , k.
Step 3. Find the k-PCFs, gjr, r = 1, . . . , k, with the parameters (wjr, ξjr, γjr) for

class j by solving the following linear programming problem (Pjr) for each
cluster Ajr, r = 1, . . . , k.

(Pjr)

min 1
|Ajr|

∑
i∈Ijr yi + 1

|Bj |
∑
l∈IB zl

subject to
wjr(ai − cjr) + ξjr‖ai − cjr‖1 − γjr ≤ yi, ∀ i ∈ Ijr
−wjr(al − cjr)− ξjr‖al − cjr‖1 − γjr ≤ zl, ∀ l ∈ IB

where Ijr = {i : ai ∈ Ajr} and IB = {i : ai ∈ Bj}.
Step 4. Construct the separating function for the class j as follows:

gj(x) = min
r=1,...,k

gjr(x).

Step 5. If j < p go to Step 1, otherwise the algorithm terminates.

3.1. Illustrative example. In order to demonstrate how the proposed algorithm
works, we present an illustrative example with the data set given in two dimensional
space, R2. This data set is presented in Figure 4 and contains three classes shown
as green, yellow and purple. As one can see from the figure convex hulls of yellow
and purple classes have a big overlap. Convex hull of the green class contains
most of data set and moreover this class has two different subsets whose convex
hulls are disconnected. All these circumstances make solution of supervised data
classification problem in this data set challenging for many existing classifiers.

Figure 4. Data points in R2 for the illustrative example

According to notation used for description of Algorithm 2 in this illustrative
example

A = {ai ∈ R2 : i ∈ I}, I = {1, 2, . . . , 998}
p = 3, A =

⋃3
j=1Aj and A1 is green, A2 is purple and A3 is yellow class.

In Step 0 we select the number of clusters k = 5. In order to construct the
classifier we have to find the separating function for each class. We demonstrate
finding such separating function only for one class, namely, for class A1. According
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to Step 1, j = 1 and B1 = A2

⋃
A3. Implementation of this step is illustrated in

Figure 5. In Step 2 the k-means algorithm is applied to find five clusters A1r in A1

and their centroids c1r, r = 1, . . . , 5. In Step 3 for each cluster A1r one PCF g1r
is computed by solving the linear programming problem (P1r) using points from
A1r and B1 and centroid c1r, r = 1, . . . , 5. Results of Steps 2 and 3 are illustrated
in Figure 6 where cluster centers are shown by “+”. Graphs of functions g1r for
each cluster Ajr are given in Figure 7 and their graphs for the whole class A1 are
depicted in Figure 8. The separating function g1 for the class A1 is computed as
pointwise minimum of PCFs g1r in Step 4. This function is illustrated in Figure 9.

Figure 5. Implementation of Step 1

3.2. Analysis of the proposed algorithm. In this section three types of analysis
about performance of the proposed algorithm are presented. Namely, we analyze:
(i) the dependence of performance of the algorithm on the choice of initial centers in
the k-means algorithm; (ii) the dependence of generalization ability of the algorithm
on the number of clusters; (iii) comparison of the algorithm with other PCF based
classifiers. For these analysis, we used four small sized data sets from the UCI-ML
Repository namely, Iris Plant, Vehicle, Wine and Vowel data sets. Performance
of the algorithm for medium and large scale data sets will be presented in Section
“Computational Results”.

Effects of initial center points are investigated on Iris Plant data set. Ten ex-
periments are performed by using different randomly selected initial center points
and obtained training and test set accuracy results are presented in Table 1. These
results confirm that the performance of the algorithm is not sensitive to the choice
of initial centers in the k-means algorithm.

In order to show how the generalization ability of the proposed algorithm depends
on the number of clusters, this algorithm is applied to the Vehicle data set with
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Figure 6. Implementation of Steps 2-3

Table 1. Effects of randomly selected initial center points on the
performance of the algorithm

average

Test 97.33 95.33 96.67 96.00 96.00 96.00 96.00 96.67 95.33 96.00 96.13

Training 98.96 97.93 97.78 98.89 98.22 97.63 97.70 98.74 98.15 97.41 98.14

Table 2. Effects of number of clusters over

k 2 3 4 5 6 7 8 9 10 20

training 86.01 87.84 89.81 90.50 91.75 92.30 93.22 93.67 94.29 98.59
test 81.80 81.31 83.44 84.05 80.97 80.38 79.78 78.96 78.35 72.92

generalization% 4.90 7.43 7.09 7.13 11.76 12.92 14.42 15.70 16.90 26.04

different number of clusters k. The obtained result are presented in Table 2. In
this table the row generalization% is calculated by the formula (trainsetaccuracy−
testsetaccuracy)/trainsetaccuracy. These results show that as the number of PCFs
(or clusters) increases the training set accuracy approaches to 100%. However, at the
same time the difference between training and test sets accuracies also increases.
This means that as the number of PCFs (clusters) increases the generalization
ability of the algorithm worsens and therefore this number cannot be large.

In order to determine the number of clusters for each data set, its training set
is divided into a new training and test sets. Then the classification subproblem
is solved using the number of clusters less than a given number. The number of
clusters with the best test set accuracy is chosen to solve the original classification
problem. Note that the similar methodology is also used to determine parameters in
SVM.The comparison of the proposed algorithm with other PCF based classifiers
[14] are made on the small sized data sets and obtained results are presented in
Table 3. From these results, one can see that generalization performance of the
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Figure 7. Graphs of PCFs for each cluster A1r

proposed algorithm is improved comparing to PCF algorithm [14] and Bi-objective
Integer Programming Approach [14] for all data sets with the exception of the Vowel
data set. For this data set the bi-objective integer programming classifier provides
better test set accuracy and generalization performance.

4. Computational results. The efficiency of the proposed algorithm is tested
using data sets publicly available in UCI-ML Repository [3]. We used four data
sets, namely, Abalone, Shuttle Control, PageBlocks and Letter Recognition data
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Figure 8. Graphs of all PCFs for class A1

Figure 9. Separating function g1 for A1

Table 3. The comparison of different PCF based classifiers

data set k-means PCF PCFA [14] Int. Prog. [14]

iris 96.67 97.7 100 96.67 97.33 98.59

vehicle 90.5 84.05 100 78.28 94.85 79.79
wine 100 97.22 100 96.63 100 96.63
vowel 99.05 90 100 87.12 99.87 92.05

sets. Shuttle and Letter Recognition data sets are large whereas other two data
sets can be considered as medium size data sets. Brief description of the data sets
is given in Table 4 where the number of data points for training and test sets,
number of classes and number of attributes for each data sets are included. More
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Table 4. The brief description of data sets

Shuttle Letters Page-blocks Abalone

# data points 58000 20000 5473 4177
# points in training set 43500 15000 4000 3133

# points in test set 14500 5000 1473 1044
# class 7 26 5 3

# attributes 10 17 11 9

Table 5. Classification accuracy for the training and test sets
obtained by k-means-PCF

Data set Abalone Shuttle Letter Page-Block
K-means-PCF Training 64.70 99.64 89.70 97.95

Test 64.27 99.69 84.28 92.87

detailed description of these data sets can be found [3]. The data sets given in Table
4 have only real or integer attributes and there is no missing value in them.
k-means-PCF algorithm is implemented in General Algebraic Modeling System

(GAMS). GAMS is a high-level modeling system for mathematical programming
and optimization. It consists of a language compiler and a stable of integrated high-
performance solvers [15]. The linear programming problem in step 3 of Algorithm
2 is solved using CPLEX solver from GAMS.

Classification accuracy for the training and test sets obtained by the k-means-
PCF algorithm are presented in Table 5. One can see that the proposed algorithm
demonstrate good generalization ability on two data sets: Abalone and Shuttle
Control. These two data sets have good cluster structure which was detected by
k-means algorithm. However in other two data sets k-means algorithm is not so
successful in finding clusters which leads to some over-fitting problem. This means
that the generalization ability of the proposed algorithm strongly depends on success
of the clustering algorithm. However the generalization ability of this algorithm is
significantly better than that of PCF algorithm introduced in [9].

The proposed algorithm is compared with the number of classifiers from data
mining package WEKA. WEKA is a popular machine learning suite for data mining
tasks written in Java and developed at the University of Waikato, New Zealand
(see for details [10]). We select Naive Bayes (NB), Logistic, Multi Layer Perception
(MLP), Support Vector Machine (SMO) , SMO(NPOL), SMO(PUK) classifiers for
comparison. Results are presented in Table 6. One can see that the proposed
classifier produce better test accuracy than any other classifier in three data sets:
Abalone, Letters and Page Blocks. This classifier generates the second best result
in Shuttle Control data set.

We also tested the proposed classifier using data set from Subsection 3.1 by
applying ten fold cross validation. The test accuracy results produced by different
classifiers are presented in Table 7. These results clearly demonstrate that the
proposed classifier considerably outperforms others in solving classification problems
in data sets with disconnected and overlapped classes.

5. Conclusions. In this paper we developed new classifier based on polyhedral
conic functions. This algorithm is the combination of the k-means clustering algo-
rithm and polyhedral conic separation. The k-means algorithm is applied to find
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Table 6. Comparison of results obtained by k-means-PCF and
other classifiers

Abalone Shuttle Letters Page-Block
NB 57.85 98.32 74.12 88.39
Logistic 64.27 96.83 77.40 91.72
MLP 63.51 99.75 83.20 92.80
SMO 60.73 82.40 87.03
SMO(NPOL) 60.25 96.81 82.34 89.48
SMO(PUK) 64.18 99.50 88.53
k-means-PCF 64.27 99.69 84.28 92.87

Table 7. Comparison of ten fold cross validation results on syn-
thetic data set

Test Accuracy
SMO 56.21
Naive Bayes 76.45
Logistic 53.20
k-means-PCF 98.98

vertices of the polyhedral conic functions. In order to find the separating function
based on polyhedral conic functions, this approach reduce minimization of the non-
convex nonsmooth error function to the solving of number of linear programming
problems. The use of clustering algorithms allows to improve generalization abil-
ity of classifiers based on polyhedral conic separation by reducing the number of
polyhedral conic functions. The efficiency of the proposed classifier is demonstrated
using four real world and one synthetic data sets. The synthetic data set contains
classes whose convex hulls have large overlaps and one class consists of two parts
whose convex hulls are disconnected. This makes classification problem in such
data sets challenging for many existing classifiers. Results for real world data sets
show that the proposed classifier performs similar to well known mainstream clas-
sifiers. Test results on synthetic data set demonstrate that the proposed classifier
significantly outperforms other well known classification algorithms in such data
sets. The k-means-PCF classifier requires low memory and almost no testing time
that is this classifier is real time classifier and can be applied to solve classification
problems in many real world applications where these two requirements are crucial.
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