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a b s t r a c t

Incremental Conic Functions (ICF) algorithm is developed for solving classification problems based on
mathematical programming. This algorithm improves previous version of conic function-based clas-
sifier construction in terms of computational speed. Furthermore, the incremental step avoids the a-
priori knowledge of number of sub-classes (which is a necessary parameter in the clustering step of
this classification algorithm). Test results show that ICF is, on the average almost 3-times faster than
previous versions without sacrificing accuracy. Python 2.7 implementation and software explanations
are provided.
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1. Motivation and significance

Extraction of meaningful information from data is a critical
step in many modern applications [1]. Data mining, clustering
and classification tools are the key technologies in such problems
including gesture, face, finger print, and character recognition. A
typical approach is to split the problem into feature extraction
and classifier optimization steps, althoughmore integratedmining
approaches exist. The focus of this research is towards the ‘‘classi-
fication’’ problem. A sub-class of classifiers can be put in a category
of mathematical programming-based classifiers, involving linear
or integer programming during classifier optimization. In [2] a
linear separation algorithm was developed by solving LP. In [3]
hyper-planes were used as separating surfaces. In [4] the concept
Max–Min separationwas introduced by defining non-smooth non-
convex error function. Usage of non-smoothness in classification
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was discussed in [5]. Other usages of optimization in classification
literature can be found in [6–9].

Roots of this paper depends on Polyhedral Conic Functions
(PCFs) which was firstly constructed in [1,10]. Using these shapes,
various extensions and applications were conducted, such as com-
bination of PCFs with Max–Min separation [11], clustering based
PCF algorithm [12] and incremental piecewise linear classification
algorithm [13]. Clustering based PCF algorithm was applied to
some real-life problems like arrhythmia classification [14] and
gesture recognition [15].

This paper provides the algorithmic information, the source,
and illustrations about how to use the classifier that is presented in
detail in the DSP part of this special issue [16]. We name the pro-
posed improvement as ‘‘Incremental Conic Functions’’ (ICF) algo-
rithm. It is developed to improve k-Means based PCF algorithm [12]
by avoiding two drawbacks. First drawback of k-Means based PCF
algorithm was the necessity of initially determining number of
clusters, k. The new ICF algorithm does not require a guess, and
finds number of clusters incrementally. Second drawback of k-
Means based PCF algorithm was about the size of the problem to
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Fig. 1. The flowchart of the ICF Algorithm [16].

be solved with linear programming (LP). Related to its structure,
k-Means based PCF algorithm solves an LP with linear constraints
as much as the number of data points. When the data size is large,
the model needs to handle too many constraints, causing a time-
consuming LP solution. ICF algorithm may not need to solve LP for
each conic function; in some cases, it finds conic separation func-
tion algebraically, in other cases, it solves LPwith fewer constraints
by smartly eliminating unnecessary constraints. The above cases
were determined according to a parameter called ‘‘purity’’, that
is evaluated for each sub-class of datasets. The algorithm either
finds the class ‘‘pure’’ to avoid all LP steps and construct a single
cone analytically, or finds a region inside the data cluster to be
the ‘‘largest pure portion’’ to totally eliminate those data points for
faster LP realization of cones only via shell portions of the set.

The added software is the implementation of the ICF algorithm
and allows one to find training/test success on datasets related
to classification problems. With this software, we have achieved
similar training and test results with the previous version, but at
about 64% fewer shorter run-times. The software also finds number
of clusters by automatically. We claim that ICF algorithm can be
used in real-life problems with large datasets.

In Section 2, ICF Algorithm Software is described with pseudo-
codes and illustrations. Section 3 explains the software impact and
Section 4 concludes. The scientific background of the software is
provided in the accompanying DSP part of this Special Issue [16].

2. ICF algorithm software description

This software is composed from three files. With this software,
one can use ICF algorithm to classify data. It can read ‘‘csv’’ and
‘‘arff’’ files. Each row represents data points and each column rep-
resents features. Last columnmust indicate class label (numerical).

For example, if there are 5 classes in the dataset, class labels must
be {1, 2, 3, 4, 5}. Training and test sets can be given separately. For
this type of usage, ‘‘ICF-Training-Test’’ file must be used. One can
also get k-fold cross validation test results and for this type of us-
age, ‘‘ICF-fold’’ filemust be used. Algorithm2 of ICF is implemented
in ‘‘ICF-Purity’’ file. The functions in ‘‘ICF-Purity’’ file are called both
from ‘‘ICF-Training-Test’’ and from ‘‘ICF-fold’’. Therefore, program
must be run from ‘‘ICF-Training-Test’’ or ‘‘ICF-fold’’ according to
test type. ICF algorithm is implementedwith Python 2.7 and shared
with the MIT license. Requirements of this software are Numpy,
Sklearn and Gurobi Python packages. A detailed user guide can be
found from the software link.

The ICF algorithm is a nesting combination of the Algorithm 1
and 2. The ICF algorithm flowchart is given in Fig. 1. Algorithm 1
in [16]which is implemented in files ‘‘ICF-Training-Test’’ and ‘‘ICF-
fold’’ is given as Algorithm 1:

Algorithm 2 in [16] which is implemented in file ‘‘ICF-Purity’’ is
given as Algorithm 2:

Mathematical details of Algorithm 1 and Algorithm 2 are given
in the corresponding DSP article [16].

2.1. Illustrative example

In this subsection, we present an illustrative example to explain
the algorithm better via a sample dataset [12]. One can see from
Fig. 2 that convex hulls of all classes are overlapping. Moreover,
green-labeled class has two separate subsets. This makes classifi-
cation harder.

Firstly, training and test sets are determined. After that the first
class which is going to be classified is selected (set A: yellow-
labeled in Fig. 2) and the other classes are considered as set B. Black
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Fig. 2. Illustrative example dataset with 3 classes in R2 [12]. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)

points belong to B in Fig. 3. After that, radii of set A are calculated
and used to find purity of set A. If the purity is not greater than
a pre-set threshold, set A is divided to two clusters with k-Means
algorithm: labeled as dark- and light-yellow (Fig. 3).

Assume that the purity of the light-yellow labeled cluster in
Fig. 3 is not pure enough. Then data elimination of ICF algorithm
occurs as eliminating points inside that light-yellow labeled clus-
ter which corresponds to the largest radius with exact purity. In
Fig. 4, notice that the central portion of the light-yellow cluster is
eliminated. This reduces the conic function classifier programming
to run much faster.

Another case is for the green-labeled class of the same dataset.
The data in this class is split into three regions, so k = 3, r ∈

{1, 2, 3} for Algorithm 1—Step 2. Fig. 5 shows two pure subsets (a
and b), where ideal cones are algebraically evaluated with no LP
iterations. However, the bottom part of this green-labeled class is
not pure, and after eliminating its pure center, LP is necessary to
combine several cones to form a classification as given in Fig. 5(c).
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Fig. 3. Two sub-clusters of set A: dark- and light-yellow [16]. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)

Fig. 4. Data elimination for light-yellow labeled cluster. (a) before elimination, (b)
after elimination [16]. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

The combination of classifiers for green-labeled class is illus-
trated in Fig. 6 (by executing Step 3 of Algorithm 1). For this ex-
ample, eventual classifier g (x) for green-labeled class is obtained
as point-wise minimum of conic functions found in Algorithm 1—
Step 2.

g (x) = min {g1 (x) , g2 (x) , g3(x)} .

3. Impact

The main motivation of this paper is to present a successful
and fast classifier (PCF) to the signal processing and data analysis
communities, whose theoretical foundations are presented in the
accompanying DSP special issue [16]. PCF is a new method that

Fig. 6. Combination of two algebraic and one LP-based conic functions according
to Step 3 of Algorithm 1 [16]. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

successfully competes against popular classifiers, including the
celebrated SVMs. One drawback of PCFs (and its application vari-
ant of k-means based PCF) was its certain level of computational
requirements. With this work, two novel computational improve-
ments were introduced (as explained in Section 1, 2 and [16]).
The improvements are observed to keep the classification accu-
racy whilst reducing the execution time by 64% (according to the
experimented datasets). It is argued that, for all possible applica-
tions that require classification, the proposed ICF methodology is
expected to render a plausible alternative. Now,with its even faster
implementation, scientist and practicing engineers are encouraged
to put the supplied algorithm to their suit of classifiers amongother
classical classifiers such as Naïve Bayes, SVM, etc.

In order to show the efficiency and the potential of the ICF
algorithm, train and test set accuracy rates are presented in Table 1.
The k-Means based PCF algorithm is a novel methodwhich outper-
forms several state-of-the-art classifiers, including SVM [12]. One
can see from the Table 1 that the ICF algorithm achieves the same
or higher accuracy rates with the k-Means based PCF algorithm in
much less time.

4. Conclusions

The presented software (ICF) is implemented to improve the
already successful PCF classifier for possible applications that re-
quire processing of large datasets. The improvement is achieved by

Fig. 5. Classifiers that are obtained from LP. (a) g1 (x) (b) g2 (x), (c) g3 (x). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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Table 1
Train and test set accuracy rates of the ICF Algorithm on real life dataset, together with run-times [16].

Dataset Proposed algorithm k-means based PCF

Train Test Time (s) k Train Test Time (s)

Abalone [17] 48.80 47.70 16.02 5 48.50 46.7 40.90
Page blocks [18] 89.10 86.08 27.30 3 93.75 81.13 98.00
Satellite [19] 87.40 86.10 181.50 6 87.60 86.10 372.20
Shuttle [20] 93.48 93.47 2671.20 3 96.42 96.50 13038.50
Cover type [21] 61.43 53.60 1242.33 4 67.78 52.45 2972.08

methodologically eliminating (i) several data points and (ii) occa-
sionally the necessity of conic function iteration. The reduced data
point count causes a simpler (hence faster) optimization problem.
In certain cases, where the purity of a subclass is good enough,
there remains no need to iteratively combine conic shapes, but a
single analytic cone representation suffices for classification of that
pure group. This observation also greatly contributes to the speed
of the algorithm. The proposed method is observed to be, on av-
erage, 3-times faster than the current PCF implementation [16]. A
final superiority of the proposedmethod is that itmethodologically
obtains the number of sub clusters (k of the k-means step), which
should previously be supplied to the algorithm in the previous
implementation of k-Means based PCF [13]. Together with these
improvements, we introduce a usable software implementation
to scientists and practicing engineers that require state of the art
classification over their large datasets.
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