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Abstract

In this article, the inverse problem of the differential inclusion theory is studied. For a givenε > 0
and a continuous set valued mapt → W(t), t ∈ [t0, θ], whereW(t) ⊂ Rn is compact and convex for
everyt ∈ [t0, θ], it is required to define differential inclusion so that the Hausdorff distance between
the attainable set of the differential inclusion at the time momentt with initial set (t0,W(t0)) and
W(t) would be less thanε for everyt ∈ [t0, θ].
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

In many papers (see, e.g., [1,2,6–10,15,17–19,21], and references therein) the various
properties of integral funnels and attainable sets of the given differential inclusion (DI)
were studied. In this article, the inverse problem of the DI theory is studied.

We denote by symbolh(E,D) the Hausdorff distance between the setsE,D ⊂ Rn. It
is defined as

h(E,D) = max
{

sup
x∈E

d(x,D), sup
y∈D

d(y,E)
}

whered(x,D) = infy∈D ‖x − y‖, ‖ · ‖ means the Euclidean norm.
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Consider the DI

ẋ ∈ F(t, x) (1.1)

wherex ∈ Rn is the phase state vector,t ∈ [t0, θ ] is the time.
The absolutely continuous functionx(·) : [t0, θ ] → Rn satisfying the inclusioṅx(t) ∈

F(t, x(t)) for almost allt ∈ [t0, θ ] is said to be a solution of the DI (1.1) (see, e.g., [4]). By
symbolX(t∗,X∗) we denote the set of all solutions of the DI (1.1) satisfying the condition
x(t∗) ∈ X∗, whereX∗ ⊂ Rn, t∗ ∈ [t0, θ ]. We set

X(t; t∗,X∗) = {
x(t) ∈ Rn: x(·) ∈ X(t∗,X∗)

}
,

H(t∗,X∗) = {
(t, x) ∈ [t∗, θ ] × Rn: x(t) ∈ X(t; t∗,X∗)

}
.

Let ε > 0 be a given number andt → W(t), t ∈ [t0, θ ], be a given set valued map. We
will study the following problem. It is required to define DI (1.1) so that the inequality

h
(
X
(
t; t0,W(t0)

)
,W(t)

)
� ε

would be fulfilled for everyt ∈ [t0, θ ].
Such problems may appear in mathematics modelling where it is required to specify the

dynamic of the system through measurement of the phase state of the system.
The inverse problem was investigated in the works [3,5,13]. In this article, the desired

DI is defined so that the right hand side of the DI satisfies the conditions which guarantee
existence and extendability of the solutions. Note that the notions strong and weak invariant
sets with respect to DI play an important role in construction of such DI (see, e.g., [1,7,8,
11,16]).

To solve the problem, we take a small enough partition of the time interval[t0, θ ] and
on each of the subintervals of the partition we build a piecewise affine interpolation of the
set valued mapt → W(t), t ∈ [t0, θ ]. Using such approximated affine tube, a linear DI is
defined which solves the problem.

Let t → W(t), t ∈ [t0, θ ], be a set valued map,

W = gr W(·) = {
(t, x) ∈ [t0, θ ] × Rn: x ∈ W(t)

}
be a closed set. For(t, x) ∈ [t0, θ ] × Rn we denote

D+∗ W(t, x) =
{
d ∈ Rn: ∃x(τ) ∈ W(τ), τ > t, lim

τ→t+0

x(τ)− x

τ − t
= d

}
,

D−∗ W(t, x) =
{
d ∈ Rn: ∃x(τ) ∈ W(τ), τ < t, lim

τ→t−0

x(τ)− x

τ − t
= d

}
.

The setsD+∗ W(t, x) and D−∗ W(t, x) are respectively said to be lower right hand
side and lower left hand side derivative sets of the set valued mapt → W(t) calculated
at the point(t, x). These sets are closed and near connected by the lower Bouligand
contingent cone to the setW at (t, x) (see, e.g., [1,2,8,14]). Note that the setsD+∗ W(t, x)

and D−∗ W(t, x) can be empty for some(t, x) ∈ W. It is not difficult to show that, if
W ⊂ [t0, θ ] × Rn is convex and closed set, thenD+∗ W(t, x) �= ∅ for every (t, x) ∈ W,

t ∈ [t0, θ), andD−∗ W(t, x) �= ∅ for every(t, x) ∈ W, t ∈ (t0, θ ].
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2. Special case

In this section, we consider the special case where the set valued mapt → W(t),

t ∈ [t0, θ ], is affine tube.
Let t∗, t∗ ∈ R, V∗,V ∗ ⊂ Rn, α > 0. From now on, it will be assumed thatV∗,V ∗ ⊂ Rn

are convex and compact sets. Define the set valued mapt → Vα(t), t ∈ [t∗ − α, t∗ + α],
where

Vα(t) =
(

1− t − t∗ + α

t∗ − t∗ + 2α

)
V∗ + t − t∗ + α

t∗ − t∗ + 2α
V ∗. (2.1)

We set

Vα = {
(t, x) ∈ [t∗ + α, t∗ + α] × Rn: x ∈ Vα(t)

}
. (2.2)

It is obvious thatVα ⊂ [t∗ − α, t∗ + α] × Rn andVα(t) ⊂ Rn are convex, compact sets
for every t ∈ [t∗ − α, t∗ + α] and the set valued mapt → Vα(t), t ∈ [t∗ − α, t∗ + α], is
continuous.

We will study the following problem. It is required to define a DI so that the equality
X(t; t∗,Vα(t∗)) = Vα(t) holds for everyt ∈ [t∗, t∗]. HereX(t; t∗,Vα(t∗)) is the attainable
set of the desired DI at the time momentt with initial set(t∗,Vα(t∗)).

For (t, x) ∈ [t∗, t∗] × Rn, ν ∈ (0, α) we set

Fν(t, x) = 1

ν

[
Vα(t + ν) − x

]
, (2.3)

Φν(t, x) = −1

ν

[
Vα(t − ν) − x

]
. (2.4)

Consider some properties of the set valued maps(t, x) → Fν(t, x) and (t, x) →
Φν(t, x) which are defined on the space[t∗, t∗] × Rn. Denote

a = max
{‖x‖: (t, x) ∈ Vα

}
. (2.5)

Proposition 2.1. The setsFν(t, x) ⊂ Rn andΦν(t, x) ⊂ Rn are convex and compact for
any(t, x) ∈ [t∗, t∗] ×Rn, the set valued maps(t, x) → Fν(t, x) and(t, x) → Φν(t, x) are
continuous with respect to(t, x) in [t∗, t∗] × Rn and are Lipschitz with respect tox with
constant1

ν
. The inequalities

max
{‖f ‖: f ∈ Fν(t, x)

}
� 1

ν

(
a + ‖x‖)

max
{‖ϕ‖: ϕ ∈ Φν(t, x)

}
� 1

ν

(
a + ‖x‖)

are true for any(t, x) ∈ [t∗, t∗] × Rn, wherea � 0 is defined by relation(2.5).

Proposition 2.2. If (t, x) ∈ Vα, t ∈ [t∗, t∗] andf ∈ Fν(t, x) thenx + δf ∈ Vα(t + δ) for
anyδ ∈ (0, ν). If (t, x) ∈ Vα, t ∈ [t∗, t∗] andϕ ∈ Φν(t, x) thenx − δϕ ∈ Vα(t − δ) for any
δ ∈ (0, ν).

Here the set valued mapt → Vα(t), t ∈ [t∗ − α, t∗ + α] is defined by relation(2.1).
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Proposition 2.3. For every(t, x) ∈ Vα, t ∈ [t∗, t∗]
Fν(t, x) ∩Φν(t, x) �= ∅.

Proof. Let (t0, x0) ∈ Vα, t0 ∈ [t∗, t∗]. Then from (2.1) and (2.2) we have that there exist
v∗ ∈ V∗ andv∗ ∈ V ∗ such that

x0 =
(

1− t0 − t∗ + α

t∗ − t∗ + 2α

)
v∗ + t0 − t∗ + α

t∗ − t∗ + 2α
v∗.

Denoted0 = v∗−v∗
t∗−t∗ . It is not difficult to prove thatd0 ∈ Fν(t, x), d0 ∈ Φν(t, x) and

consequentlyd0 ∈ Fν(t, x)∩ Φν(t, x). ✷
Proposition 2.4. The inclusions

Fν(t, x) ⊂ D+∗ Vα(t, x) for any(t, x) ∈ Vα, t ∈ [t∗, t∗],
Φν(t, x) ⊂ D−∗ Vα(t, x) for any(t, x) ∈ Vα, t ∈ [t∗, t∗],

hold where the setVα ⊂ [t∗ − α, t∗ + α] × Rn is defined by(2.2).

It follows from Proposition 2.4 thatD+∗ Vα(t, x) �= ∅, D−∗ Vα(t, x) �= ∅ for any (t, x) ∈
Vα, t ∈ [t∗, t∗].

Consider DI

ẋ ∈ Fν(t, x) (2.6)

where (t, x) ∈ [t∗, t∗] × Rn and Fν(t, x) is defined by (2.3). We denote by symbol
Xν(t0,X0) the set of all solutions of the DI (2.6) satisfying the conditionx(t0) ∈ X0 where
X0 ⊂ Rn, t0 ∈ [t∗, t∗]. Further we set

Xν(t; t0,X0) = {
x(t) ∈ Rn: x(·) ∈ Xν(t0,X0)

}
,

Hν(t0,X0) = {
(t, x) ∈ [t∗, t∗] × Rn: x ∈ Xν(t; t0,X0)

}
.

Let

V = {
(t, x) ∈ [t∗, t∗] × Rn: x ∈ Vα(t)

}
,

V (t) = {
x ∈ Rn: (t, x) ∈ V

}
wheret ∈ [t∗, t∗]. It is obvious thatV (t) = Vα(t) for everyt ∈ [t∗, t∗].

Formulate the theorem establishing that integral funnel of the DI (2.6) with initial set
(t∗,V (t∗)) coincides with the setV ⊂ [t∗, t∗] × Rn.

Theorem 2.1. For everyν ∈ (0, α) the equalities

Hν

(
t∗,V (t∗)

)= V, Xν

(
t; t∗,V (t∗)

)= V (t), Xν

(
t; t∗,Vα(t∗)

)= Vα(t)

are fulfilled for everyt ∈ [t∗, t∗].
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Proof. According to the Proposition 2.4,

Fν(t, x) ⊂ D+∗ V (t, x)

for any (t, x) ∈ V, t ∈ [t∗, t∗) and according to the Proposition 2.1, set valued map
(t, x) → Fν(t, x), ((t, x) ∈ [t∗, t∗] × Rn), is continuous with respect to(t, x) and is
Lipschitz with respect tox. Then, it follows from Theorem 2 of [1, p. 202] (see, also
[8,11,20]), that the setV ⊂ [t∗, t∗] ×Rn is positively strongly invariant with respect to the
DI (2.6). It means that for any(t0, x0) ∈ V, x(·) ∈ Xν(t0, x0) the inclusionx(t) ∈ V (t) is
verified for anyt ∈ [t0, t∗]. It follows from here that

Hν

(
t∗,V (t∗)

)⊂ V, Xν

(
t; t∗,V (t∗)

)⊂ V (t) (2.7)

for everyt ∈ [t∗, t∗].
According to the Proposition 2.4,

Φν(t, x) ⊂ D−∗ V (t, x)

for any (t, x) ∈ V, t ∈ [t∗, t∗], whereΦν(t, x) is defined by (2.4). Then it follows from
Proposition 2.3 that

Fν(t, x) ∩D−∗ V (t, x) �= ∅.
Then, it follows from here and Theorem 1 of [1, p. 191] (see, also [12,16,20]), that

the setV is negatively weakly invariant with respect to the DI (2.6). This means that for
every fixed(t0, x0) ∈ V there existsx(·) ∈ Xν(t0, x0) such that the inclusionx(t) ∈ V (t) is
verified for everyt ∈ [t∗, t0]. One can have from here that

V ⊂ Hν

(
t∗,V (t∗)

)
, V (t) ⊂ Xν

(
t; t∗,V (t∗)

)
(2.8)

for everyt ∈ [t∗, t∗]. SinceV (t) = Vα(t) for everyt ∈ [t∗, t∗], the validity of the theorem
follows from (2.7) and (2.8). ✷

3. Main result

The construction which have built in Section 2 for the set valued mapt → Vα(t),

t ∈ [t∗, t∗], defined by relation (2.1) will be extended to continuous, convex and compact
valued mapt → W(t), t ∈ [t0, θ ].

It will be assumed that the set valued mapt → W(t), t ∈ [t0, θ ], satisfies the following
condition.

(A) The set valued mapt → W(t) is continuous on[t0, θ ] andW(t) ⊂ Rn is convex,
compact for everyt ∈ [t0, θ ].

Since the set valued mapt → W(t) is continuous on[t0, θ ], it is uniformly continuous
on [t0, θ ]. Then, for everyσ > 0, there existsδ = δ(σ ) > 0 such that for anyt, τ ∈ [t0, θ ],
where|t − τ | � δ, the inequality

h
(
W(t),W(τ)

)
� σ (3.1)

holds. Choose an arbitrary uniform partitionΓ = {t0 < t1 < · · · < tm = θ} of the segment
[t0, θ ] such thatti+1 − ti = ∆ for anyi = 0,1, . . . ,m − 1, and

∆ � δ. (3.2)
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According to the (3.1) and (3.2)

h
(
W(ti),W(ti+1)

)
� σ (3.3)

for any i = 0,1, . . . ,m − 1. We setWi = W(ti), i = 0,1, . . . ,m − 1, and define the set
valued mapt → W0(t), t ∈ [t0, θ ], where

W0(t) =
(

1− t − ti

ti+1 − ti

)
Wi + t − ti

ti+1 − ti
Wi+1 (3.4)

as t ∈ [ti , ti+1), i = 0,1, . . . ,m − 1. It is obvious thatW0(ti) = W(ti ) = Wi for every
i = 0,1, . . . ,m.

Proposition 3.1. For any t ∈ [t0, θ ], the inequality

h
(
W(t),W0(t)

)
� σ (3.5)

holds.

Now we set

W0 = {
(t, x) ∈ [t0, θ ] × Rn: x ∈ W0(t)

}
,

W0
i = {

(t, x) ∈ [ti , ti+1] × Rn: x ∈ W0(t)
}
, i = 0,1, . . . ,m − 1,

W0
i (t) = {

x ∈ Rn: (t, x) ∈ W0
i

}
, t ∈ [ti , ti+1]. (3.6)

Chooseα ∈ (0, ∆
4 ) where∆ = ti+1 − ti , i = 0,1, . . . ,m−1, and define set valued maps

t → V ∗
i (t), [ti − α, ti+1 + α], i = 0,1, . . . ,m − 1, setting

V ∗
i (t) =

(
1− t − ti + α

ti+1 − ti + 2α

)
Wi + t − ti + α

ti+1 − ti + 2α
Wi+1. (3.7)

Proposition 3.2. Let the set valued mapst → W0
i (t), t ∈ [ti , ti+1] and t → V ∗

i (t),

t ∈ [ti − α, ti+1 + α], i = 0,1, . . . ,m − 1, be defined by the relations(3.6) and (3.7),
respectively. Then,

h
(
W0

i (t),V
∗
i (t)

)
� α

∆
M

for everyt ∈ [ti , ti+1] wherei = 0,1, . . . ,m − 1, M = max{M0,M1, . . . ,Mm−1}, Mi =
max{‖x − y‖: x ∈ Wi, y ∈ Wi+1}.

Proof. Let i = 0,1, . . . ,m − 1 be fixed. Choose arbitraryt∗ ∈ [ti , ti+1] andx∗ ∈ W0
i (t∗).

Then, it follows from the relation (3.4) that there existxi ∈ Wi, xi+1 ∈ Wi+1 such that

x∗ =
(

1− t∗ − ti

ti+1 − ti

)
xi + t∗ − ti

ti+1 − ti
xi+1. (3.8)

Choose the point

x∗ =
(

1− t∗ − ti + α

ti+1 − ti + 2α

)
xi + t∗ − ti + α

ti+1 − ti + 2a
xi+1. (3.9)
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It is obvious thatx∗ ∈ V ∗
i (t∗). It can be obtained from (3.8) and (3.9) that

‖x∗ − x∗‖ � α
|ti+1 + ti − 2t∗|

(ti+1 − ti)(ti+1 − ti + 2α)
‖xi+1 − xi‖

� 2α
|(ti+1 + ti )/2− t∗|

(ti+1 − ti )(ti+1 − ti + 2α)
Mi � α

∆

∆(∆ + 2α)
M � α

∆
M.

This implies

W0
i (t∗) ⊂ V ∗

i (t∗) + α

∆
MB. (3.10)

whereB = {x ∈ Rn: ‖x‖ � 1}. Analogously, it is possible to show that

V ∗
i (t∗) ⊂ W0

i (t∗) + α

∆
MB. (3.11)

From (3.10) and (3.11) we have the validity of the proposition.✷
Let i = 0,1, . . . ,m − 1 be fixed. We set

V ∗
i = {

(t, x) ∈ [ti − α, ti+1 + α] × Rn: x ∈ V ∗
i (t)

}
,

V 0
i = {

(t, x) ∈ [ti , ti+1] × Rn: x ∈ V ∗
i (t)

}
,

V 0
i (t) = {

x ∈ Rn: (t, x) ∈ V 0
i

}
, t ∈ [ti , ti+1], (3.12)

whereV ∗
i (t) is defined by(3.7). It is obvious that the setsV 0

i ⊂ [ti , ti+1] × Rn and
V ∗
i ⊂ [ti −α, ti+1+α]×Rn are convex, compact andV 0

i (t) = V ∗
i (t) for everyt ∈ [ti , ti+1].

Let ν ∈ (0, α). Define set valued map(t, x) → P i
ν (t, x), (t, x) ∈ [ti , ti+1] × Rn, i =

0,1, . . . ,m − 1, setting

P i
ν (t, x) = 1

ν

[
V ∗
i (t + ν) − x

]
. (3.13)

Now, we consider DI

ẋ ∈ P i
ν (t, x) (3.14)

where(t, x) ∈ [ti , ti+1]×Rn, i = 0,1, . . . ,m−1, is fixed. Analogously to Proposition 2.1,
it is not difficult to prove that the setP i

ν (t, x) is convex and compact for every(t, x) ∈
[ti , ti+1] × Rn, the set valued maps(t, x) → P i

ν (t, x) (i = 0,1, . . . ,m− 1) are continuous
on the space[ti , ti+1] ×Rn and Lipschitz with respect tox with constant1

ν
, the inequality

max
{‖f ‖: f ∈ P i

ν (t, x)
}

� 1

ν

(
bi + ‖x‖)

is verified for every(t, x) ∈ [ti , ti+1] × Rn, wherebi = max{‖x‖: (t, x) ∈ V ∗
i }.

By the symbolY i
ν (t∗,X∗), we denote the set of all solutions of the DI (3.14) satisfying

the conditionx(t∗) ∈ X∗ whereX∗ ⊂ Rn, t∗ ∈ [ti , ti+1]. We set

Y i
ν(t; t∗,X∗) = {

x(t) ∈ Rn: x(·) ∈ Y i
ν(t∗,X∗)

}
,

Ri
ν(t∗,X∗) = {

(t, x) ∈ [t∗, ti+1] × Rn :x ∈ Y i
ν (t; t∗,X∗)

}
.
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Proposition 3.3. For any fixedν ∈ (0, α)

Ri
ν

(
ti , V

0
i (ti )

)= V 0
i , Y i

ν

(
t; ti , V 0

i (ti )
)= V 0

i (t)

for everyt ∈ [ti , ti+1].

The proof of the proposition follows from Theorem 2.1.
We formulate the proposition which characterises Hausdorff distance between the

attainable sets of the DI (3.14).

Proposition 3.4. LetX1,X2 ⊂ Rn be compact sets. Then

h
(
Y i
ν(t; ti ,X1), Y

i
ν (t; ti ,X2)

)
� α(X1,X2) · exp

[
−1

ν
(t − ti)

]

for everyt ∈ [ti , ti+1].

Consider DI

ẋ ∈ Pν(t, x), (t, x) ∈ [t0, θ ] × Rn, (3.15)

wherePν(t, x) = P i
ν (t, x) as(t, x) ∈ [ti , ti+1) × Rn, i = 0,1, . . . ,m − 1, the setP i

ν (t, x)

is defined by (3.13).
It is obvious that the setPν(t, x) is convex and compact for every(t, x) ∈ [t0, θ ] × Rn,

the set valued map(t, x) → Pν(t, x) is continuous at the points(t, x) ∈ [t0, θ ] ×Rn where
t �= ti , i = 0,1, . . . ,m. Further, the set valued map(t, x) → Pν(t, x) is right continuous
ast = ti , i = 0,1, . . . ,m − 1, left continuous ast = tm = θ , is Lipschitz with respect tox
with constant1

ν
and

max
{‖f ‖: f ∈ Pν(t, x)

}
� 1

ν

(
b + ‖x‖),

whereb = max{b0, b1, . . . , bm−1}, bi = max{‖x‖: (t, x) ∈ V ∗
i }.

By symbolYν(t∗,X∗), we denote the set of all solutions of the DI (3.15) satisfying the
conditionx(t∗) ∈ X∗ whereX∗ ⊂ Rn, t∗ ∈ [t0, θ ]. We set

Yν(t; t∗,X∗) = {
x(t) ∈ Rn: x(·) ∈ Yν(t∗,X∗)

}
.

Theorem 3.1. For every fixedν ∈ (0, α) the inequality

h
(
Yν

(
t; t0,W(t0)

)
,W0(t)

)
� 3

α

∆
M

holds for anyt ∈ [t0, θ ], whereM � 0 is defined in Proposition3.2.

Proof. Let t∗ ∈ [t0, θ ]. If t∗ = t0, then the validity of the theorem is obvious. Ift∗ ∈ (t0, θ ],
then there existsk = 0,1, . . . ,m − 1 such thatt∗ ∈ (tk, tk+1]. Consider the setsW(t0) and
V 0

0 (t0). SinceV 0
0 (t) = V ∗

0 (t) as t ∈ [t0, t1], W(t0) = W0 = W0
0 (t0), then we obtain from

Proposition 3.2 that

h
(
V 0

0 (t0),W0
)
� α

∆
M. (3.16)
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Consequently, it follows from relation (3.16) and Proposition 3.4 that

h
(
Yν(t; t0,W0), Yν

(
t; t0,V 0

0 (t0)
))

� α

∆
M exp

[
−1

ν
(t − t0)

]
(3.17)

for any t ∈ [t0, t1].
According to Proposition 3.3, we have

Yν

(
t; t0,V 0

0 (t0)
)= V 0

0 (t) (3.18)

for any t ∈ [t0, t1].
SinceV 0

0 (t) = V ∗
0 (t) ast ∈ [t0, t1], where the set valued mapt → V ∗

0 (t), t ∈ [t0, t1], is
defined by (3.7), the set valued mapt → V 0

0 (t), t ∈ [t0, t1], is defined by (3.12), it follows
from (3.17), (3.18), and Proposition 3.2 that

h
(
Yν(t; t0,W0),W

0
0 (t)

)
� h

(
Yν(t; t0,W0),V

0
0 (t)

)+ h
(
V 0

0 (t),W0
0 (t)

)
� α

∆
M + α

∆
M exp

[
−1

ν
(t − t0)

]
� α

∆
M

(
1+ exp

[
−1

ν
(t − t0)

])
for any t ∈ [t0, t1].

SinceW0
0 (t) = W0(t) for every t ∈ [t0, t1], where the set valued mapt → W0

0 (t),

t ∈ [t0, t1], is defined by (3.6), we obtain

h
(
Yν(t; t0,W0),W

0(t)
)
� α

∆
M

(
1+ exp

[
−1

ν
∆

])
(3.19)

for any t ∈ [t0, t1].
Now, we consider the segment[t1, t2]. DenoteY 1

ν = Yν(t1; t0,W0). SinceW0
1 (t1) =

W(t1) = W1, ∆ = t1 − t0, then from (3.19) we have

h
(
Y 1
ν ,W1

)
� α

∆
M

(
1+ exp

[
−∆

ν

])
. (3.20)

SinceV 0
1 (t1) = V ∗

1 (t1), W
0
1 (t1) = W(t1) = W1, then from Proposition 3.2 we obtain that

h
(
V 0

1 (t1),W1
)
� α

∆
M. (3.21)

It follows from (3.20) and (3.21)

h
(
Y 1
ν ,V

0
1 (t1)

)
� α

∆
M

(
2+ exp

[
−∆

ν

])
. (3.22)

Then, according to the (3.22), Propositions 3.3 and 3.4, we have

h
(
Yν

(
t; t1, Y 1

ν

)
,V 0

1 (t)
)= h

(
Yν

(
t; t1, Y 1

ν

)
, Yν

(
t; t1,V 0

1 (t1)
))

� α

∆
M

(
2+ exp

[
−∆

ν

])
exp

[
−1

ν
(t − t1)

]
(3.23)

for every t ∈ [t1, t2]. Since∆ = t2 − t1, V 0
1 (t) = V ∗

1 (t), Yν(t; t1, Y 1
ν ) = Yν(t; t0,W0) for

anyt ∈ [t1, t2], then it follows from (3.23), Propositions 3.2 and 3.3 that
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h
(
Yν(t; t0,W0),W

0
1 (t)

)
� h

(
Yν

(
t; t1, Y 1

ν

)
,V 0

1 (t)
)+ h

(
V 0

1 (t),W0
1 (t)

)
� α

∆
M + α

∆
M

(
2+ exp

[
−∆

ν

])
exp

[
−1

ν
(t − t1)

]

� α

∆
M

(
1+ 2 exp

[
−∆

ν

]
+ exp

[
−1

ν
(t − t0)

])

for any t ∈ [t1, t2].
SinceW0

1 (t) = W0(t) for anyt ∈ [t1, t2], then we obtain that

h
(
Yν(t; t0,W0),W

0(t)
)
� α

∆
M

(
1+ 2 exp

[
−∆

ν

]
+ exp

[
−2

ν
∆

])

for everyt ∈ [t1, t2].
It is possible analogously to show that

h
(
Yν(t; t0,W0),W

0(t)
)
� α

∆
M

(
1+ 2 exp

[
−∆

ν

]
+ 2 exp

[
−2∆

ν

]
+ exp

[
−3

ν
∆

])

for any t ∈ [t2, t3].
Further assuming that the inequality

h
(
Yν(t; t0,W0),W

0(t)
)
� α

∆
M

(
1+ 2

i−1∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i

ν
∆

])
(3.24)

holds for anyt ∈ [ti−1, ti] (i = 2,3, . . . , k), let us prove that the inequality

h
(
Yν(t; t0,W0),W

0(t)
)
� α

∆
M

(
1+ 2

i∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i + 1

ν
∆

])
(3.25)

is fulfilled for everyt ∈ [ti , ti+1].
Let Y i

ν = Yν(ti; t0,W0). SinceW0
i (ti) = W(ti) = Wi then we obtain from (3.24) that

h
(
Y i
ν ,Wi

)
� α

∆
M

(
1+ 2

i−1∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i

ν
∆

])
. (3.26)

Since V 0
i (ti ) = V ∗

i (ti), W0
i (ti) = W(ti ) = Wi , then from Proposition 3.2 we have

that

h
(
V 0
i (ti ),Wi

)
� α

∆
M. (3.27)

It follows from (3.26) and (3.27)

h
(
Y i
ν ,V

0
i (ti )

)
� α

∆
M

(
2+ 2

i−1∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i

ν
∆

])
.

Since∆ = ti+1 − ti , then according to Propositions 3.3 and 3.4 we have from here that
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h
(
Yν

(
t; ti , Y i

ν

)
,V 0

i (t)
)= h

(
Yν

(
t; ti , Y i

ν

)
, Yν

(
t; ti , V 0

i (ti)
))

� α

∆
M

(
2+ 2

i−1∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i

ν
∆

])
exp

[
−1

ν
(t − ti )

]

� α

∆
M

(
2 exp

[
−∆

ν

]
+ 2

i−1∑
j=1

exp

[
−j + 1

ν
∆

]
+ exp

[
− i + 1

ν
∆

])

= α

∆
M

(
2

i∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i + 1

ν
∆

])
(3.28)

for everyt ∈ [ti , ti+1]. SinceV 0
i (t) = V ∗

i (t), Yν(t; ti , Y i
ν ) = Yν(t; t0,W0), W

0
i (t) = W0(t)

for any t ∈ [ti , ti+1], then it follows from (3.28), Proposition 3.2 and Proposition 3.3 that

h
(
Yν(t; t0,W0),W

0(t)
)= h

(
Yν(t; t0,W0),W

0
i (t)

)
� h

(
Yν

(
t; ti , Y i

ν

)
,V 0

i (t)
)+ h

(
V 0
i (t),W

0
i (t)

)
� α

∆
M + α

∆
M

(
2

i∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i + 1

ν
∆

])

= α

∆
M

(
1+ 2

i∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
− i + 1

ν
∆

])

for any t ∈ [ti , ti+1].
So validity of the inequality (3.25) is proved. Thus we obtain that fort∗ ∈ (tk, tk+1] the

inequality

h
(
Yν(t∗; t0,W0),W

0(t∗)
)

� α

∆
M

(
1+ 2

k∑
j=1

exp

[
−j

ν
∆

]
+ exp

[
−k + 1

ν
∆

])
(3.29)

holds. Sincet∗ ∈ [t0, θ ] is arbitrary chosen moment of time, it follows from (3.19)
and (3.29) that

h
(
Yν(t; t0,W0),W

0(t)
)
� α

∆
M

(
1+ 2

m∑
j=1

exp

[
−j

ν
∆

])
(3.30)

for any t ∈ [t0, θ ]. It is not difficult to verify that

m∑
j=1

exp

[
−j

ν
∆

]
�

∞∫
0

exp

[
−∆

ν
τ

]
dτ � 1.

Then, from here and from (3.30) it follows validity of the theorem.✷
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Theorem 3.2. Let ε > 0 be a given number. Then there exist∆ > 0, α > 0 such that for
anyν ∈ (0, α) the inequality

h
(
Yν

(
t; t0,W(t0)

)
,W(t)

)
� ε

holds for everyt ∈ [t0, θ ].

Proof. Let ε > 0 be a given number. Then, forσ = ε
2, it can be definedδ = δ(ε/2) > 0

such that for the partitionΓ = {t0 < t1 < · · · < tm = θ} of the segment[t0, θ ], where∆ � δ

and∆ = ti+1 − ti for anyi = 0,1, . . . ,m − 1, the relation (3.5) is verified.
We chooseα ∈ (0, ∆

4 ) so that the inequality

α <
ε

6M
∆

holds whereM > 0 is defined in Theorem 3.1. Now, letν ∈ (0, α) be a fixed number. Then,
it follows from (3.5) and Theorem 3.1 that

h
(
Yν(t; t0,W0),W(t)

)
� h

(
Yν(t; t0,W0),W

0(t)
)+ h

(
W0(t),W(t)

)
� σ + 3

α

∆
M � ε

2
+ ε

2
= ε

for any t ∈ [t0, θ ]. ✷
From Theorem 3.1 and 3.2, it follows that ifα > 0 has the smallest order relative

to ∆, which is greater than one, then the Hausdorff distance between the reachable sets
Yν(t; t0,W0) andW(t), t ∈ [t0, θ ] tends to zero as∆ → 0 for everyt ∈ [t0, θ ].
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